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e present a study on the evolution of publications about applications of proper scoring rules. Specifically,

we consider articles reporting the use of proper scoring rules when either measuring the accuracy of fore-
casts or for inducing honest reporting of private information within a certain context. Our analysis of a data set
containing 201 articles published between 1950 and 2015 suggests that there has been a tremendous increase in
the number of published articles about proper scoring rules over the years. Moreover, the weather/climate, pre-
diction markets, psychology, and energy domains are the four most popular application areas. After providing
some insights on how proper scoring rules are applied in different domains, we analyze the publication outlets
where the articles in our data set were published. In this regard, we find that an increasing number of articles
are now being published in conference proceedings related to artificial intelligence, as opposed to traditional
academic journals. We conclude this review by suggesting that the wisdom-of-crowds phenomenon might be a
driving force behind the recent popularity of proper scoring rules.

Keywords: proper scoring rules; forecasting; forecast evaluation; incentive engineering
History: Received on September 10, 2015. Accepted by Editor-in-Chief Rakesh K. Sarin on August 27, 2016,
after 2 revisions. Published online in Articles in Advance November 11, 2016.

1. Introduction

Forecasting is a crucial and ubiquitous activity in cur-
rent decision-making processes. For example (1) com-
panies rely on predictions about material supply and
consumer demand to make their production plans; (2)
weather forecasts provide guidelines for long-range
and/or seasonal agricultural planning, in a sense that
farmers can select crops that are best suited to the antic-
ipated climatic conditions; (3) in supply chain manage-
ment, forecasts help to ensure that the right product is
at the right place at the right time, thus helping retailers
to reduce excess inventory and to increase profit mar-
gin; and (4) forecasts of economic indicators, such as
gross domestic product and unemployment rate, help
policy makers to shape economic policies.

Roughly speaking, there are two approaches to fore-
casting. The model-based approach relies on statistical
models to forecast the outcomes of future events based
upon historical data. Consequently, the model-based
approach is appropriate when historical data are avail-
able and contain valuable information about the future
event of interest. Clearly, it is not always the case that
historical data are available/meaningful when fore-
casting future events. In such cases, an alternative is
to perform forecasting using the expert-driven approach,
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where a forecast reflects an expert’s belief regarding the
occurrence of the future event. Instead of model-based
and expert-driven approaches, some authors alterna-
tively call quantitative and qualitative approaches, e.g.,
see the work by Mahmoud (1984).

The literature related to the elicitation of experts’
forecasts and, more broadly, experts’ opinions, is
typically concerned with (1) how to use the elicited
information, (2) how uncertainty is or should be rep-
resented, (3) how experts do or should reason with
uncertainty, (4) how to evaluate the quality and useful-
ness of the reported information, and (5) how to induce
desirable behavior, such as honest reporting (Cooke
1991). It is the last two questions that we focus on in
this paper.

Forecast quality and honest reporting relate to what
Winkler and Murphy (1969) described in their semi-
nal paper as the substantive and normative standards
of “goodness.” The substantive standard of goodness
concerns the degree of perfection of a forecast, i.e.,
the degree of association between the forecast and the
relevant observation. The process of measuring such
an association is often referred to as forecast evalua-
tion. The normative standard of goodness, on the other
hand, relates to whether the forecast an expert reports
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Figure 1 Number of Articles Containing the Term “Proper Scoring
Rules” According to Google Scholar Over Five-Year

Intervals
1,600
*
T
«» 1,200
9
£ 1,000
[
S 800
g
g 600
=)
Z 400
200
-
0 . /

@é\o
5-year interval

Note. The solid line represents the function y = e%72%x, which is the result
of fitting an exponential curve to the data points for the sake of better
visualization.

corresponds to the expert’s belief regarding the occur-
rences of the outcomes of interest.

Scoring rules are traditional techniques to measure
the association between a forecast and an observed
outcome. The condition that a scoring rule is proper
means that an expert maximizes his expected score
when he reports a forecast that is equal to his belief.
As a consequence, proper scoring rules deal with both
the substantive and the normative standards of good-
ness. Because of such attractive properties, proper scor-
ing rules have received considerable attention over the
years, as Figure 1 shows.

In this paper, we provide an overview of the past and
current applications of proper scoring rules. The term
“application” does not necessarily connote empirical
or experimental work. Instead, it means that proper
scoring rules are applied either in a normative or in a
substantive way, i.e., when either encouraging experts
to report their beliefs in a certain domain or for the
sake of measuring forecast accuracy. In particular, we
collected and analyzed a total of 201 relevant academic
articles.

Our first finding is that there has been a tremen-
dous increase in the number of published articles about
proper scoring rules over the years. We further identify
four major areas of applications of proper scoring rules:
the weather/climate, prediction markets, psychology,
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and energy domains. We also note a shift in the publi-
cation patterns in that more and more articles are now
being published in conference proceedings, as opposed
to academic journals. A closer inspection of this result
shows that most of these conferences are related to the
artificial intelligence (AI) field.

In addition to connecting similar research conducted
by different research communities, we believe our
results might be of great value to both practitioners
and theoreticians. Practitioners, on the one hand, can
learn more about how to apply proper scoring rules
in different domains, whereas theoreticians can better
guide their work by having different domains in mind.
We hope to provide a starting point for anyone inter-
ested in proper scoring rules and to motivate further
research interest in this area.

The rest of this paper is organized as follows. In
Section 2, we review the basic theory behind proper
scoring rules. In Section 3, we describe the data col-
lection process, i.e., the process of collecting the arti-
cles we use in our analysis. We present the results of
our descriptive analysis and derive our conclusions
regarding applications of proper scoring rules in Sec-
tion 4. Finally, we conclude our work in Section 5,
where we explain why the wisdom-of-crowds phe-
nomenon might be the driving force behind the recent
popularity of proper scoring rules.

2. Proper Scoring Rules
In this section, we provide a short summary of the the-
ory behind proper scoring rules. We refer the interested
readers to the work by Gneiting and Raftery (2007)
for an in-depth coverage of the concepts explained
next. Consider an expert who must report a proba-
bility assessment concerning an event that consists of
a set of exhaustive and mutually exclusive outcomes
60,,0,,...,0,, for n > 2. Each expert has a belief regard-
ing the occurrence of the outcomes. We denote an
expert’s belief by the probability vector p=(p,, ..., p,),
where p; is the expert’s subjective probability regard-
ing the occurrence of outcome 6,, for k € {1, ..., n}.
Itis often the case that experts are self-interested and,
consequently, they are not necessarily honest when
reporting their beliefs. For example, experts with a rep-
utation to protect might report forecasts near the most
likely group consensus, whereas experts who have a
reputation to build might overstate the probabilities of
outcomes they believe will be understated in a possible



Downloaded from informs.org by [154.59.124.74] on 31 October 2017, at 18:08 . For personal use only, al rights reserved.

Carvalho: An Ouverview of Applications of Proper Scoring Rules
Decision Analysis 13(4), pp. 223-242, ©2016 INFORMS

225

consensus (Nakazono 2013). Therefore, we distinguish
between an expert’s belief p, and the expert’s reported
forecast q = (qy, ..., q,), henceforth referred to only as
forecast.

From a decision-making perspective, it is desirable
that an expert’s forecast equals the expert’s belief, thus
meeting the normative standard of goodness. Further-
more, the expert’s forecast must be accurate, in that
it corresponds as much as possible to future observa-
tions, thus meeting the substantive standard of good-
ness. As Winkler and Murphy (1969, p. 753) eloquently
wrote, “the former [condition] requires probabilities to
correspond to judgments, while the latter [condition]
requires the probabilities to correspond to something
in reality.”

Proper scoring rules are traditional techniques that
deal with both conditions; i.e., they promote hon-
est reporting of beliefs by risk-neutral experts, and
they measure how accurate forecasts are. Formally,
a scoring rule R(q, 0,) is a function that provides a
score for the forecast q upon observing outcome 6,,
for x € {1, ..., n}. Scores are often coupled with rele-
vant incentives, be they social/psychological, such as
praise or visibility, or material rewards through prizes
or money. A scoring rule is called proper when an
expert maximizes his expected score by reporting a
forecast q that corresponds to his belief p. Hence, it is
in the best interest of a risk-neutral expert to behave
honestly. An expert’s expected score for a real-valued
scoring rule R(q, 6,) is

ER(a, )= Y pe R(q, 60): M
k=1
An interesting property of proper scoring rules is
that any positive affine transformation of a proper
scoring rule is still proper; i.e., the scoring rule
YR(q, 6,) + A, for y > 0 and A € R, is also proper (Toda
1963). The best-known proper scoring rules, together
with their scoring ranges, are

logarithmic: R(q, 6,) = logg, (—o0,0];
quadratic: R(q, 6,) = 29, — > _q¢ [-1,1];
k=1

0,11
i1 97

Selten (1998) and Jose (2009) provided axiomatic
characterizations of, respectively, the quadratic
scoring rule and the spherical scoring rule in terms of

spherical: R(q, 6,) =
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desirable properties, e.g., sensitivity to small probabil-
ity values, symmetry, invariance, etc. One interesting
result concerns that the logarithmic scoring rule is
the only proper scoring rule (up to a positive affine
transformation) that is local, i.e., that depends only
on the reported probability g, associated with the
observed outcome 6, (Winkler 1969). In a seminal
work, Savage (1971) showed that any differentiable
strictly convex function J(q) that is well behaved at
the end points of the scoring range can be used to
generate a proper scoring rule. Formally,

R(q,6,) = J(q) — (z %‘” y qk) N %‘v

k=1

One can derive the logarithmic scoring rule by using
J(@) = Xi_1 i log g, whereas ](q) = Yj_, qf yields the
quadratic scoring rule. Gneiting and Raftery (2007) and
Schervish (1989) provided more rigorous versions of
the characterization by Savage (1971). Proper scoring
rules have also been characterized in terms of entropy
measures (Jose et al. 2008), decision geometry (Dawid
2007), and by means of convex analysis (Hendrickson
and Buehler 1971).

Even though our discussion in this section has
been focused on the elicitation of forecasts as discrete
probability distributions, it is important to mention
that proper scoring rules have also been proposed to
elicit continuous probability distribution (Matheson
and Winkler 1976), quantiles (Jose and Winkler 2009),
and intervals (Winkler 1972). Proper scoring rules can
also be adapted to take into account different baseline
forecasts (Jose et al. 2009, Forbes 2012).

In terms of implementation, it might be desirable to
present a proper scoring rule to less mathematically
inclined experts without explicitly introducing the
mathematical formulae. For example, Johnstone et al.
(2011) suggested using tables and graphs displaying
different scores for different assessments. Andersen
et al. (2014) suggested using sliders for the experts
to choose the desired probability associated with each
outcome. When moving the sliders, the underlying
software can simultaneously display the payoffs asso-
ciated with each outcome. Among other benefits, the
above approaches might ensure that axioms of proba-
bility theory, such as additivity, are not violated.

2.1. Choosing a Proper Scoring Rule
Since different proper scoring rules might satisfy dif-
ferent properties other than properness, a question
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that then arises is, which proper scoring rule should
one choose? In this regard, one particularly relevant
question is on whether different proper scoring rules
result in different rankings of experts. Bickel (2007)
argued that the quadratic and spherical scoring rules
often result in extreme ranking differences when com-
pared to the logarithmic scoring rule. Furthermore,
Bickel (2007) concluded that, due to being nonlocal, the
quadratic and spherical scoring rules allow for the pos-
sibility of one expert receiving the highest score when
assigning a probability to the observed outcome lower
than the probabilities assigned by other experts.

The above arguments by Bickel (2007), together with
the fact that the logarithmic scoring rule is the only
proper scoring rule that is local, might suggest that the
same is superior to the other proper scoring rules, at
least when the ranking of experts is an important cri-
terion. Selten (1998), on the other hand, criticized the
logarithmic scoring rule by showing that its resulting
score is very sensitive to small mistakes for small prob-
abilities. Another drawback of the logarithmic scoring
rule is that an expert’s score is —oco when an event
occurs that the expert predicted to be impossible. Thus,
the logarithmic scoring rule is unbounded and it needs
to be truncated in practice, but it is not difficult to show
that it will no longer be strictly proper after such a
truncation.

The above discussion illustrates that the choice of
the most appropriate proper scoring rule is dependent
on the desired properties, which in turn is dependent
on the underlying context. Merkle and Steyvers (2013)
reached the same conclusion when investigating how
different proper scoring rules from the beta family
influence the rankings of experts. Quoting the authors:
“it is insufficient to use a scoring rule simply because it is
strictly proper; instead, it is beneficial to consider the spe-
cific way in which the scoring rule rewards and penalizes
forecasts” (Merkle and Steyvers 2013, p. 302; emphasis
added). Machete (2013) also suggested that the proper
scoring rule one chooses should depend on the appli-
cation at hand, and an issue to consider may be future
decisions associated with high impact, low probability
events. In particular, given two forecasts whose errors
from the ideal distribution differ only by the sign,
Machete (2013) found that the logarithmic scoring rule
scores higher the forecast with the highest entropy, the
spherical scoring rule scores higher the forecast with
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the lowest entropy, and the quadratic scoring rule does
not distinguish between the two forecasts. In other
words, the logarithmic (respectively, spherical) scor-
ing rule should be used when more (respectively, less)
uncertainty is desirable.

Johnstone et al. (2011) proposed a different perspec-
tive by suggesting strategies for tailoring proper scor-
ing rules to specific domains in a way that aligns
the interests of an expert and the underlying deci-
sion maker. Along similar lines, Grant and Johnstone
(2010) studied how probability forecasts can have dif-
ferent economic values for decision makers with dif-
ferent utility functions. Following a portfolio-theory
perspective, Johnstone (2012) elaborated on the eco-
nomic value of forecasts by suggesting that if a deci-
sion maker places bets based on experts’ forecasts, then
experts must be evaluated relative to each other; i.e.,
the decision maker should reward experts more for
reporting accurate forecasts when other experts per-
form badly than when most experts do well.

In summary, our reading of the literature on choos-
ing the most appropriate scoring rule indicates that
(1) properness is not the only property that matters,
(2) one must consider how different proper scoring
rules evaluate different forecasts in terms of penal-
izing errors, and (3) whenever possible, one must
use/incorporate information about the decision maker
who will eventually use the forecast.

2.2. Circumventing Basic Assumptions
It is worth mentioning that recent years have seen
a surge in approaches to circumvent the two main
assumptions behind proper scoring rules, namely, risk
neutrality and the existence of observable outcomes.
Regarding the former, Armantier and Treich (2013)
showed that eliciting beliefs with proper scoring rules
might bias experts’ reports. In particular, when the rel-
ative risk aversion with respect to the scoring range
is increasing (decreasing), raising the scores from a
proper scoring rule leads the expert to report more
(less) uniform probabilities. After such a negative
result, Armantier and Treich (2013) went further to
suggest that “one may want to consider the merits of
eliciting beliefs without offering any financial reward for
accuracy" (Armantier and Treich 2013, p. 30; emphasis
added).

Considering the potential issues that non-risk-
neutral behavior brings to the elicitation process, some
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authors suggested strategies to calibrate an expert’s
forecast by taking into account some components that
drive the expert’s attitude toward risk and uncertainty,
such as utility functions and weighting functions
(Winkler 1969, Winkler and Murphy 1970, Offerman
et al. 2009, Kothiyal et al. 2011, Carvalho 2015). A
different approach that does not depend on the elic-
itation of utility/weighting functions is to use well-
crafted lotteries with payments based on proper scor-
ing rules (Allen 1987, Karni 2009, Hossain and Okui
2013, Schlag and van der Weele 2013, Sandroni and
Shmaya 2013). However, the effectiveness of such
approaches is debatable (Selten et al. 1999).

Regarding the assumption of observable outcomes,
the Bayesian truth serum (Prelec 2004) and the peer
prediction (Miller et al. 2005) methods are the two most
prominent methods based on proper scoring rules that
induce risk-neutral experts to honestly report their pri-
vate information without relying on the assumption of
observable outcomes. Roughly speaking, these meth-
ods reward experts by making pairwise comparisons
between experts’ reports. Carvalho et al. (2016b) elabo-
rated on the connections between proper scoring rules
and peer prediction methods.

3. Research Methodology

The survey we present in this paper is the outcome
of an attempt to collect and study academic publica-
tions related to applications of proper scoring rules.
To this end, we conducted an initial search using
Google Scholar and Web of Science with the exact
terms (including quotes) “proper scoring rules,” “Brier
scoring rule,” “quadratic scoring rule,” “logarithmic scor-
ing rule,” and “spherical scoring rule.” The first term,
“proper scoring rules,” was an obvious choice since it is
the main concept in our study. We used the keywords
“quadratic scoring rule,” “logarithmic scoring rule,” and
“spherical scoring rule” because they represent three of
the most popular proper scoring rules, as we discussed
in Section 2. Since the quadratic scoring rule is also
known as the “Brier scoring rule,” we also decided to
include the latter term in our initial search.

Next, we reviewed the full text of each publica-
tion to eliminate articles unrelated to applications of
proper scoring rules, e.g., theoretical articles devoid of
any application context and articles referencing, but
not applying proper scoring rules. Consequently, our
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data set includes (1) articles of empirical nature where
proper scoring rules were used when eliciting experts’
beliefs and/or to evaluate the accuracy of reported
forecasts and (2) articles of theoretical nature that have
an explicit context, e.g., articles proposing different
proper scoring rules tailored to a certain domain.

We also examined the references in each article so as
to identify potentially missing publications. Finally, to
avoid duplicates in our data set of articles, we removed
dissertations and unpublished papers (e.g., working
papers and technical notes). Our final data set con-
tains 201 articles published between 1950 and 2015 in
academic journals, conference proceedings, or as book
chapters. This distinction between venues is later used
in our analysis to explain the current publication trends
when it comes to applications of proper scoring rules.

For the sake of topic analysis, we classified each arti-
cle in our data set according to its context. To this end,
whenever available, we used the article’s keywords
as the basis for our classification. For example, the
articles we classified under the category of “prediction
markets” often have keywords such as “information mar-
kets,” “prediction markets,” “market scoring rules,” and
“logarithmic market scoring rule.” Alternatively, the arti-
cles we classified under the category of “energy” have
keywords such as “energy,” “electricity,” “smart grids,”
and “smart meters.” When classifying the articles, we
tried as much as possible to minimize the final num-
ber of categories. However, as we discuss in the next
section, some research topics are very specific, ranging
from fair division to natural language recognizers. As
a consequence, some categories ended up having only
a few articles. The appendix shows all the articles in
our data set as well as their respective categories.

We conclude this section by noting that, because
of the nature of this research endeavor, it is virtu-
ally impossible to construct a data set containing all
the articles about applications of proper scoring rules.
For instance, although all the articles in our data set
are written in English, there might exist relevant arti-
cles published in other languages and/or in academic
outlets not indexed by search engines such as Google
Scholar and Web of Science. This review can there-
fore be characterized as extended, but by no means
as exhaustive. Nonetheless, we hope it will serve as a
comprehensive basis for understanding applications of
proper scoring rules.

v o
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4. Data Analysis

We start our analysis by investigating the development
of applications of proper scoring rules over the years.
Figure 2 shows the publication trend considering five-
year intervals. Generally speaking, the number of pub-
lished articles is growing over the five-year intervals,
and the trend suggests that more publications can be
expected in years to come.

Looking at Figure 2, we can distinguish between two
periods of time when it comes to the number of pub-
lished articles. The first period goes from 1950 to 2005
when, according to our data set, a total of 65 articles
were published. Several seminal articles advancing the
theory behind proper scoring rules were published
during this first period. When it comes to applications,
however, our data set indicates that at most 15 arti-
cles were published during each five-year interval. As
we elaborate in the following subsection, most of the
articles published during this first period were either
related to weather/climate or to the psychology field.

Regarding the second period of time, which started
in 2006, we note that there was a tremendous increase
in the number of published articles about applica-
tions of proper scoring rules. In particular, our data
set contains 136 articles published between 2006 and
2015, approximately 2.1 times more than what was

Figure 2 (Color online) Publication Trend Over Five-Year Intervals
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published during the first period of time. This result
is in agreement with what Figure 1 shows, ie., that
the overall interest in proper scoring rules also drasti-
cally increased during this second period of time. As
we further explain in this section and Section 5, one of
the main reasons behind such a surge in popularity is
the increasing interest in proper scoring rules coming
from relatively new research areas, such as prediction
markets and crowdsourcing.

4.1. Topic Analysis

In our second analysis, we study the distribution of the
articles in our data set over research topics. Figure 3
shows that the most popular topics in our data set are
“weather/climate” and “prediction markets,” with a
total of 40 articles each. What is perhaps surprising is
that “psychology” and “energy” are the next two most
popular topics with, respectively, 33 and 23 articles.
The remaining categories all contain 11 or fewer arti-
cles each. Henceforth, we group these categories into a
single topic called “other.”

Figure 2 shows the evolution of the most popular
categories in our data set over five-year intervals. From
1950 to 2000, one can see that most of the articles in
our data set are about weather/climate and psychol-
ogy, followed by articles about other topics such as
health/medicine and risk analysis. From 2000 on, there
has been a big change in the publication patterns. In
particular, recent years have seen a surge of articles
about applications of proper scoring rules in prediction

Figure 3 Frequency of the Research Topics in Our Data Set

Number of articles
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markets, energy, and a variety of different areas, rang-
ing from education to natural language processing. In
the following subsections, we provide specific infor-
mation on how proper scoring rules are applied in
these areas. In Section 5, we discuss potential causes of
the increasing number of publications.

4.1.1. Weather/Climate. To the best of our knowl-
edge, the classic paper by Brier (1950) was the first
to introduce proper scoring rules in the context of
weather forecasting. Specifically, Brier (1950) sug-
gested how to induce honest reporting of weather fore-
casts and how to evaluate the accuracy of a reported
forecast by means of a variant of the quadratic scor-
ing rule. Since Brier’s (1950) article, there has been
an increasing number of applications of proper scor-
ing rules in the weather and climate domains, with a
particular focus on the evaluation of forecasts. Several
proper scoring rules have been applied in this context,
including variants of the quadratic scoring rule (von
Holstein 1971a, Murphy and Winkler 1982, Winkler
1994, Gneiting and Raftery 2007), proper scoring rules
that explicitly score reported forecasts against baseline
forecasting schemes to derive more informative skill
scores (Murphy 1974, Brunet et al. 1988, Winkler 1994,
Mason 2004, Ahrens and Walser 2008), and proper scor-
ing rules that take the order of the underlying out-
comes into account (Murphy and Daan 1984, Epstein
1988, Grimit et al. 2006, Jaun and Ahrens 2009).

Figure 2 suggests that the number of articles in our
data set related to the weather and climate domains is
more or less constant over the five-year intervals up
to the year 2006. Since 2006, there has been a signifi-
cant increase in the number of published articles. It is
noteworthy that many important theoretical contribu-
tions to the field of proper scoring rules were published
in weather-related academic journals. However, many
such articles are not in our data set because they are
devoid of a specific context, i.e., they are purely the-
oretical articles. Although we analyze the number of
articles for different research outlets in Section 4.2, it is
worth mentioning here about the high number of arti-
cles published in the weather journal Monthly Weather
Review, which makes up slightly more than 7.4% of the
articles in our data set (15 out of 201 articles).

4.1.2. Prediction Markets. Hanson (2003) sug-
gested a new family of prediction markets defined in
terms of proper scoring rules, which he called market
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scoring rules (MSRs). An MSR always has a complete
probability distribution (market prices) over the entire
outcome space. Any trader can at any time change
any part of that distribution as long as he agrees to
both pay the scoring rule payment associated with the
current probability distribution and receive the scor-
ing rule payment associated with the new probability
distribution. For example, if outcome 6, is realized, a
trader who changes the probability distribution (mar-
ket prices) from q to q' pays R(q, 0,), and receives
R(q’, 0,), where R is a proper scoring rule. As Hanson
(2007) suggested, the traders will eventually reach a
consensus regarding the appropriate market prices:
Market scoring rules produce consensus estimates in
the same way that betting markets produce consensus
estimates. While each person is always free to change
the current estimate, doing so requires taking on more
risk, and eventually everyone reaches a limit where
they do not want to make further changes, at least not
until they receive further information. At this point the

market can be said to be in equilibrium. (Hanson
2007, p- 8)

The most prominent market scoring rule, called the
logarithmic market scoring rule (LMSR) (Hanson 2003,
2007), arises when one sets R(q, §,) = blng,, where
g, € (0, 1] represents an estimate that outcome 6, will
occur, and b € R* is a parameter that controls the lig-
uidity of the market. For small values of b (small lig-
uidity), the market prices fluctuate wildly after every
trade. Alternatively, the market prices move slowly
with larger liquidity. Large liquidity is good for the
traders since it stimulates more trades, but it comes
at the expense of increasing the market maker’s max-
imum loss exposure. Assuming that the initial market
prices have the same value, the LMSR has a worst-case
loss bounded by bInn (Hanson 2003), where 7 is the
number of outcomes.

In practical applications, asking traders to modify
probability distributions might not be very convenient.
To solve this problem, Berg and Proebsting (2009)
derived the necessary formulae to implement a predic-
tion market equivalent to the LMSR, but in terms of
buying and selling Arrow—Debreu contracts, instead of
changing probability distributions.

At its core, an MSR is just an application of proper
scoring rules to both elicit and aggregate traders’ pri-
vate information. Since suggested by Hanson (2003),
there has been a tremendous growth in the number
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Figure 4 Number of Articles Containing the Terms “Market Scoring
Rules” and “Logarithmic Market Scoring Rule” According
to Google Scholar
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of articles about MSRs and the LMSR, as Figure 4
shows. However, a careful look at Figure 4 reveals a
mild decline in the number of published articles in the
very recent years. A potential explanation for such a
decline is the rise of new alternatives to MSRs, e.g.,
Bayesian prediction markets (Brahma et al. 2012). Most
of the articles about prediction markets in our data
set either describe empirical studies (e.g., see the arti-
cles by Ledyard et al. 2009, Dudik et al. 2013, Othman
and Sandholm 2013, Slamka et al. 2013) or equilib-
rium results (e.g., see the articles by Chen et al. 2007,
Dimitrov and Sami 2008, Chen et al. 2010, Dimitrov
and Sami 2010, Iyer et al. 2010, Ostrovsky 2012, Gao
et al. 2013). The proceedings of the academic confer-
ence previously known as ACM Conference on Electronic
Commerce, which is now called the ACM Conference on
Economics and Computation, is by far the most popular
venue for publishing papers on market scoring rules,
with a total of 13 articles according to our data set.

4.1.3. Psychology. Proper scoring rules and, in
particular, variants of the quadratic scoring rule have
long been used to reward elicited beliefs in psycholog-
ical experiments. Some of these studies investigated
the belief formation process (Hyndman et al. 2012a),
whether the elicited beliefs are consistent with actions
and/or models of belief learning (Nyarko and Schotter
2002, Costa-Gomes and Weizsidcker 2008, Danz et al.
2012), and potential hedging confounds during belief
elicitation procedures (Blanco et al. 2010).
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An early work by Jensen and Peterson (1973) investi-
gated the psychological effects of different proper scor-
ing rules when eliciting beliefs. The authors concluded
that different types of scoring rules do not seem to
influence probability assessments to any large extent,
but they suggested that suboptimal strategies seemed
to be employed when the rule contained both positive
and negative scores. More recently, some researchers
studied the effects of non-risk-neutral behavior on how
experts report their beliefs under proper scoring rules.
For example, Armantier and Treich (2013) character-
ized how proper scoring rules might bias reported
beliefs for different scoring ranges, when a risk-averse
expert has a financial stake in the event he is predict-
ing, and when the expert can hedge his prediction by
taking an additional action whose payoff depends on
the outcome of the event. Among other empirical find-
ings, Armantier and Treich (2013) showed that beliefs
elicited with proper scoring rules are biased toward
the probability value of 0.5 in settings involving binary
outcomes, and that the strength of this result is posi-
tively correlated with the amount involved in the pay-
ments resulting from the proper scoring rule.

The fact that (human) experts might not be risk
neutral has led many researchers to suggest differ-
ent approaches for taking experts’ risk attitudes into
account when eliciting beliefs by means of proper scor-
ing rules (Offerman et al. 2009, Kothiyal et al. 2011,
Carvalho 2015). However, the suggested procedures
are dependent on the assumed decision theory. Car-
valho (2015) showed how different decision theories
(rank-affected multiplicative weights versus prospect
theory) might result in different calibration of beliefs.
This point raises an important, yet still open question:
which decision theory is the most appropriate theory
when eliciting beliefs using proper scoring rules?

4.1.4. Energy. The fourth most popular research
topic in our data set is the energy domain. In partic-
ular, there has been a range of applications of proper
scoring rules connected to the concept of smart grids.
For example, Rose et al. (2012) proposed a scoring
rule-based mechanism that rewards household owners
based on the precision of their reported information,
which an aggregator eventually uses to procure elec-
tricity. Akasiadis and Chalkiadakis (2013), on the other
hand, suggested using a proper scoring rule to incen-
tivize agents to honestly report their reduction capacity



Downloaded from informs.org by [154.59.124.74] on 31 October 2017, at 18:08 . For personal use only, al rights reserved.

Carvalho: An Ouverview of Applications of Proper Scoring Rules
Decision Analysis 13(4), pp. 223-242, ©2016 INFORMS

231

when forming energy cooperatives and shifting their
electricity consumption.

Another interesting application was proposed by
Chakraborty et al. (2013b). The authors presented a
pricing scheme for smart houses where a provider
monitors the network load and proposes a day-ahead
pricing to the consumers. The consumers respond to
that pricing proposal by providing a probabilistic pre-
diction regarding the usage of smart devices. The
provider incentivizes the consumers to report honestly
by offering rewards based on a proper scoring rule.

A common keyword in the above articles is “smart.”
Recent developments in information technology and
communication allow for different users, such as
householders, to be “smart” by better monitoring and
controlling electricity load. This opens up the possi-
bility for such users to educate themselves about cur-
rent usage and to formulate potential forecasts about
future electricity consumption. In turn, these forecasts
are valuable for electricity providers to adjust their pro-
curement strategies or production plans. That is where
proper scoring rules become very useful as a technique
to both evaluate and elicit truthful forecasts.

We believe that the energy domain will continue to
be one of the most active research areas in the near
future when it comes to applications of proper scoring
rules for two reasons. First, as Figure 2 shows, most of
the articles related to the energy domain in our data set
were published in the last five years. Second, key con-
cepts such as smart grids and demand-side manage-
ment, which naturally depend on electricity consumers
providing reliable probabilistic information for elec-
tricity providers, are still in their infancy. This brings
a lot of opportunities for creative research is terms of
using proper scoring rules to reward consumers for
providing information.

4.1.5. Other Topics. In what follows, we provide a
brief overview of applications of proper scoring rules
in research areas other than the four most popular
areas discussed previously.

Crowdsourcing. The practice of leveraging collective
intelligence by outsourcing problems and tasks to a
crowd is often referred to as crowdsourcing. In a tra-
ditional crowdsourcing process, a requester elicits and
aggregates information from an undefined crowd to
solve a certain task. Some researchers have questioned
the veracity and quality of the data obtained by means
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of crowdsourcing (Buhrmester et al. 2011, Carvalho
et al. 2016b). It comes as no surprise that one way to
induce honest reporting as well as to reward the crowd
members for the reported information is by means of
proper scoring rules. For example, proper scoring rules
have been used to reward crowd members participat-
ing in community sensing (Faltings et al. 2012, 2014)
and in routing tasks (Zhang et al. 2012).

Economics. Proper scoring rules have been used
during the elicitation of forecasts regarding macroe-
conomic indicators (O’Carroll 1977, Casillas-Olvera
and Bessler 2006) and the likelihood of bankruptcy
(Johnstone et al. 2013), in financial markets (von
Holstein 1972, Yates et al. 1991, Muradoglu and Onkal
1994, Lopez 2001, Lad et al. 2012), and in insur-
ance (Gschlofil and Czado 2007). Another interesting
application in the economics area was suggested by
Carvalho and Larson (2010, 2011, 2012). Specifically,
the authors investigated how to share a divisible good
among a set of experts based on peer evaluations. In
this context, the authors used proper scoring rules to
induce honest reporting of peer evaluations.

Education. One highly promising research area for
applications of proper scoring rules, but virtually
unexplored according to our data set, concerns educa-
tion. Because of constraints on the available resources
(personnel, time, etc.), the grading process is one of the
biggest challenges faced by instructors. Exams based
on multiple-choice questions can alleviate the process
because they can be quickly graded by computers. In
this setting, students can be allowed to encode their
uncertainty by assigning a probability value to each
possible answer, as opposed to having to choose a sin-
gle answer. This was the context Bickel (2010) stud-
ied. In particular, the author discussed how different
scoring rules provide insights for both students and
instructors in testing situations.

An interesting research direction in the context of
education is to better understand which proper scoring
rule is the most appropriate for a given multiple-choice
question. For instance, it might be the case that the
answers in the multiple-choice question can be natu-
rally ordered, in which case proper scoring rules that
take such an ordering into account are more appropri-
ate (for example, see the work by Epstein 1969). More-
over, instructors might want to rank students, which
in turn might be affected by the choice of the proper
scoring rule, as we discussed in Section 2.1.
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Electronic Commerce. Product reviews and ratings
have become ubiquitous on electronic commerce
websites aimed at consumers. In this context, it is
clearly desirable that consumers report their true
reviews/ratings, otherwise future consumers might
end up basing their purchasing decisions on erroneous
information. To this end, proper scoring rules have
been used to provide rewards in order to induce honest
reporting. An important issue in this context is the lack
of a ground truth, i.e., the observed outcome required
by proper scoring rules is nonexistent. Miller et al.
(2005) proposed a way to circumvent this problem by,
roughly speaking, using a random rater’s rating as the
observed outcome. This resulted in the now celebrated
peer prediction method.

Health/Medicine. The provision of accurate proba-
bilistic assessments of future events is a fundamen-
tal task for health workers collaborating in clinical or
experimental medicine. Regarding this topic, proper
scoring rules have been used to evaluate the accuracy
of clinical diagnosis (Linnet 1988, 1989), clinicians’ sub-
jective estimates regarding some diseases (Dolan et al.
1986), and physicians’” probabilistic estimates of sur-
vival in intensive care units (Winkler and Poses 1993).

Natural Language Processing. A surprising applica-
tion of proper scoring rules was found in the field of
natural language processing. Specifically, proper scor-
ing rules and, in particular, variants of the logarithmic
scoring rule have been used to evaluate the accu-
racy of confidence scores in the field of speaker detec-
tion (Briimmer and du Preez 2006, Campbell et al.
2006) and language recognition (Brummer and Van
Leeuwen 2006).

Risk Analysis. A crucial component of risk analysis
concerns the assessment of the likelihood that certain
events of interest will occur. In this context, proper
scoring rules have been used during the elicitation
of probability distributions when analyzing environ-
mental risks (Cunningham and Martell 1976), when
measuring the cost of refurbishing pumping stations
and the length of unrecorded sewers (Garthwaite and
O’Hagan 2000), and when eliciting judgments about
personal exposure to benzene (Walker et al. 2003).

Sports. Generally speaking, the domain of sports is
very attractive for research on probabilistic predic-
tions because of the biases that naturally arise as well
as because of the often intense media coverage and
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scrutiny of the strengths and weaknesses of the teams
and individual players, which provide useful informa-
tion for the general public. As suggested by Winkler
(1971), proper scoring rules might be useful in this con-
text to induce individuals to make careful probability
assessments. Recognizing this, some websites featur-
ing sports contests, such as ProbabilityFootball.com,
reward individuals’ predictions based on proper scor-
ing rules. As a consequence, their public data have
been extensively used in research about proper scoring
rules, e.g., see the work by Chen et al. (2005), Carvalho
and Larson (2013), and Carvalho et al. (2016a).

Politics. Regarding politics, our data set indicates
that proper scoring rules have been applied to eval-
uate the accuracy of predictions about presidential
elections (Heath and Tversky 1991, Pennock et al.
2002), in a geopolitical forecasting contest (Mellers
et al. 2014), and to evaluate the opinions from pol-
icy makers regarding the occurrence of political events
(Tetlock 2005).

Project Management. Our data set contains two arti-
cles about applications of proper scoring rules in
project management. Bhola et al. (1992) suggested
using a proper scoring rule for evaluating expert
opinions to aid with the management of projects in
a specific company. Bacon et al. (2012) studied a
principal-agent setting where a worker and a manager
may each have information about the likely comple-
tion time of a task. Moreover, the worker might also
affect the completion time by choosing a level of effort.
Bacon et al. (2012) suggested a family of scoring rules
for the worker and manager that satisfies three prop-
erties: (1) information is truthfully reported, (2) the
worker has incentives to complete tasks as quickly as
possible, and (3) collusion is not profitable.

4.2. Analysis of Publication Outlets

Our last analysis is about the venues where articles on
applications of proper scoring rules have been pub-
lished. The main goal behind this analysis is to connect
different research communities by indicating where to
find/expect articles on proper scoring rules. In par-
ticular, we found that 131, 56, and 14 articles were
published in, respectively, academic journals, confer-
ence proceedings, and as book chapters. From these
numbers, one can immediately see that the number of
journal publications is greater than the number of pub-
lications in conference proceedings and book chapters
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Figure 5 (Color online) Number of Publications in Different Venues Over Five-Year Intervals
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combined. Figure 5 shows, however, that this result
has been drastically changing over the years. In par-
ticular, the number of articles published in confer-
ence proceedings is growing tremendously and, for
the last five-year interval, it is almost the same as
the number of papers published in academic journals
(35 against 42).

Figure 6 shows the number of articles per topic in our
data set published in different venues. It is noticeable
that almost all the articles about weather/climate, a
traditional application domain, were published in aca-
demic journals. On the other hand, articles in emerg-
ing application domains, such as prediction markets
and energy, were mostly published in conference
proceedings.

After taking a closer look at the articles in our data
set, we notice that the computer science and, more
specifically, the artificial intelligence communities are
behind the growth in the number of articles published
in conference proceedings. In particular, the top confer-
ences ranked by the number of published articles about
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applications of proper scoring rules are the ACM Con-
ference on Electronic Commerce, which is now called the
ACM Conference on Economics and Computation (17 arti-
cles); the International Conference on Autonomous Agents
and Multiagent Systems (10 articles); and the Confer-
ence on Uncertainty in Artificial Intelligence (5 articles).
Regarding academic journals, the most popular venues
according to our data set are the Monthly Weather
Review (15 articles); Organizational Behavior and Human
Performance, which is now called Organizational Behav-
ior and Human Decision Processes (7 articles); and the
Journal of Economic Behavior & Organization (6 articles).

One can argue that the increasing number of arti-
cles in conference proceedings is attributable to these
conferences being relatively younger than most well-
established journals. We note, however, that confer-
ences are the primary venue for publishing research
in computer science (Vardi 2010), where premier con-
ferences tend to be decades old. For example, at the
time of writing, the ACM Conference on Economics
and Computation and the Conference on Uncertainty
in Artificial Intelligence are, respectively, in their 17th
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Figure 6 (Color online) Number of Articles per Topic Published in Different Venues
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and 32nd editions. Even though these conferences are
many years old, articles on proper scoring rules have
only recently been published in their proceedings. This
leads us to conclude that the interest of the computer
science community in proper scoring rules is a recent
phenomenon. We discuss in the next section a potential
explanation behind it.

One might wonder whether there is any substantial
difference between articles published in Al conference
proceedings and articles published in academic jour-
nals in other fields. We cannot find any significant dif-
ference when proper scoring rules are used to evaluate
the accuracy of forecasts. We do note, however, a dif-
ferent perspective when the main goal behind the use
of proper scoring rules is to induce honest reporting of
beliefs. Before discussing this difference, it is important
to note that the field of artificial intelligence aims at
building rational agents who can perceive the environ-
ment and take actions toward specific goals. As noted
by Parkes and Wellman (2015), theories of normative
behavior may end up being more relevant when deal-
ing with artificial agents than human beings since one
can always predefine the behavior of the former.

In light of the above discussion, we find that the Al
community tends to treat proper scoring rules as black
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Psychology Energy Other

boxes that are able to induce the underlying agents to
behave honestly, no matter the context or which scor-
ing rule is used. In particular, this happens because the
assumption of risk neutrality is taken for granted. Once
again, this is a fair assumption in Al because, different
from human beings, one can impose a certain decision
model on artificial agents.

It is also interesting to mention that the Al com-
munity has been at the forefront of research on how
to induce honest reporting of beliefs without the
assumption of observable outcomes. Many important
refinements of the two most prominent methods we
discussed in Section 2.2, namely, the Bayesian truth
serum and the peer prediction method, were pro-
posed by Al researchers, e.g., the robust Bayesian truth
serum (Witkowski and Parkes 2012, Radanovic and
Faltings 2013) and the minimal peer prediction mecha-
nism (Radanovic and Faltings 2015). Since experimen-
tal work involving these methods is still lacking, we
see this as an opportunity for multidisciplinary collab-
oration involving the Al community and researchers
from areas such as decision analysis and behavioral
economics.
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5. Concluding Remarks

Proper scoring rules are traditional techniques to mea-
sure the accuracy of forecasts as well as to induce risk-
neutral experts to honestly report their beliefs, what
Winkler and Murphy (1969) called, respectively, the
substantive and normative standards of goodness. In
this paper, we provided an overview of applications
of proper scoring rules; i.e., we examined scenarios
where proper scoring rules were applied in a norma-
tive and/or in a substantive way. To this end, we col-
lected a total of 201 articles published between 1950
and 2015.

Our first finding was that there has been a tremen-
dous increase in the number of published articles about
proper scoring rules over the years, in particular after
the year of 2005. Regarding application domains, we
found that the four most popular domains are the
weather/climate, prediction markets, psychology, and
energy. Furthermore, we also found that proper scor-
ing rules have been applied to a variety of other
domains, including crowdsourcing, economics, edu-
cation, electronic commerce, health/medicine, natural
language processing, risk analysis, sports, politics, and
project management.

We noted an interesting change in the publication
patterns over the years, in that many articles about
proper scoring rules are now being published in con-
ference proceedings. A closer inspection of this result
showed that most of these conferences are linked to the
artificial intelligence community. We believe this result
has the potential for connecting different research com-
munities by suggesting where researchers can expect to
find or publish articles related to proper scoring rules.

By no means do we claim that this review is exhaus-
tive, but we hope it will provide academics and prac-
titioners with a starting point for further study of the
relevant literature. We conclude this paper with an
attempt to understand the reason behind the growing
interest in proper scoring rules. In particular, our read-
ing of the literature suggests that the wisdom-of-crowds
phenomenon is a driving force behind the recent popu-
larity of proper scoring rules.

Roughly speaking, the concept of wisdom of crowds
means that when information is elicited from a rele-
vant crowd and appropriately aggregated, the result-
ing aggregate information is, at least in expectation,
more accurate than the information from any single
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individual. The wisdom-of-crowds topic has received
substantial attention in the business and academic
worlds since the publication of Surowiecki’s (2005)
book The Wisdom of Crowds and the article by Howe
(2006), which defined the related term crowdsourcing.
It is interesting to note that both Surowiecki’s (2005)
book and Howe’s (2006) article were published around
the same time that proper scoring rules started gaining
tremendous popularity.

The two keywords in the above definition of wisdom
of crowds are elicitation and aggregation. Regarding elic-
itation, the crowd members might be self-interested,
meaning that they might behave strategically when
reporting their individual, private information. Hence,
a suitable incentive scheme must be used to incen-
tivize honest reporting. Proper scoring rules provide a
compelling way for eliciting forecasts in an incentive-
compatible manner. This is the perspective taken by
many authors when using proper scoring rules in rel-
atively new application areas, e.g., Bacon et al. (2012)
in project management, Zhang et al. (2012) in crowd-
sourcing, and Akasiadis and Chalkiadakis (2013) in the
energy domain.

Regarding aggregation, it is well known in man-
agement science and operations research that combin-
ing predictions from multiple different sources often
leads to improved forecasting performance (Clemen
1989, Hendry and Clements 2004). As discussed in Sec-
tion 4.1.2, market scoring rules allow a decision maker
to elicit and aggregate information from a potentially
large group of people. The seminal paper by Hanson
(2003), which defined market scoring rules, was pub-
lished a few years before the sudden increase in inter-
est in proper scoring rules. Since then, market scoring
rules opened up a new stream of research regarding
the use of proper scoring rules.
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respective topics.
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Table A.1 Classification of the Articles in Our Data Set per Topic

Topic Articles

Crowdsourcing Jurca and Faltings (2009), Faltings et al. (2012), Kamar and Horvitz (2012), Zhang et al.
(2012), Ray et al. (2013), Sakurai et al. (2013), Cao et al. (2014), Faltings et al. (2014), Oka
et al. (2014), Sakurai et al. (2015), Ugander et al. (2015)

Economics von Holstein (1972), O’Carroll (1977), Yates et al. (1991), Muradoglu and Onkal (1994),
Hirtle and Lopez (1999), Lopez (2001), Casillas-Olvera and Bessler (2006), Gschlofl and
Czado (2007), Carvalho and Larson (2010, 2011, 2012), Diebold and Mariano (2012), Lad
et al. (2012), Johnstone et al. (2013)

Education Bickel (2007, 2010)

Electronic commerce

Miller et al. (2005), Gerding et al. (2010), Cai et al. (2013), Radanovic and Faltings (2015)

Energy

Woo et al. (1998), Gneiting et al. (2007), Pinson et al. (2007), Petroliagis et al. (2010),
Thorarinsdottir and Gneiting (2010), Gneiting and Ranjan (2011), Rose et al. (2011),
Chakraborty and Ito (2012), Friederichs and Thorarinsdottir (2012), Robu et al. (2012),
Rose et al. (2012), Akasiadis and Chalkiadakis (2013), Bagchi et al. (2013), Chakraborty
et al. (2013a, b), Egri and Vancza (2013), Chakraborty et al. (2014), Mhanna et al. (2014a,
b), Chakraborty and Ito (2015), Hara and Ito (2015), Mhanna et al. (2015), Scheuerer and
Hamill (2015)

Health /Medicine

Dolan et al. (1986), Spiegelhalter (1986), Linnet (1988, 1989), Spiegelhalter et al. (1990),
Bernardo and Mufioz (1993), Winkler and Poses (1993), Madigan et al. (1995), Dawid
and Musio (2013), Conigliani et al. (2015)

Natural language processing

Briimmer and du Preez (2006), Brummer and Van Leeuwen (2006), Campbell et al. (2006)

Politics

Heath and Tversky (1991), Pennock et al. (2002), Tetlock (2005), Merkle and Steyvers
(2013), Mellers et al. (2014)

Prediction markets

Hanson (2003), Abramovicz (2006, 2007), Chen (2007), Chen et al. (2007), Hanson (2007),
Nikolova and Sami (2007), Chen et al. (2008), Dimitrov and Sami (2008), Agrawal et al.
(2009), Conitzer (2009), Gao et al. (2009), Guo and Pennock (2009), Ledyard et al. (2009),
Shi et al. (2009), Chen et al. (2010), Chen and Pennock (2010), Chen and Vaughan (2010a,
b), Dimitrov and Sami (2010), Iyer et al. (2010), Othman and Sandholm (2010),
Abernethy et al. (2011), Chen et al. (2011), Othman and Sandholm (2011), Chen et al.
(2012), Ostrovsky (2012), Abernethy et al. (2013), Chen et al. (2013), Dudik et al. (2013),
Gao et al. (2013), Jumadinova and Dasgupta (2013), Li and Vaughan (2013), Othman
et al. (2013), Othman and Sandholm (2013), Slamka et al. (2013), Abernethy et al. (2014),
Chen et al. (2014), Abernethy and Johnson-Roberson (2015), Chakraborty et al. (2015)

Project management

Bhola et al. (1992), Bacon et al. (2012)

Psychology

Phillips and Edwards (1966), Schum et al. (1967), von Holstein (1971b, c), Jensen and
Peterson (1973), Fischer (1982), Tetlock and Kim (1987), Nelson and Bessler (1989), van
Lenthe (1994), Offerman et al. (1996), Friedman and Massaro (1998), Huck and
Weizsacker (2002), Nyarko and Schotter (2002), Guerra and Zizzo (2004), Offerman and
Sonnemans (2004), Costa-Gomes and Weizsdcker (2008), Offerman et al. (2009), Palfrey
and Wang (2009), Rutstrém and Wilcox (2009), Blanco et al. (2010), Wang (2011), Danz
et al. (2012), Hyndman et al. (2012a, b), Koessler et al. (2012), Armantier and Treich
(2013), Hossain and Okui (2013), Manski and Neri (2013), Andersen et al. (2014), Blanco
et al. (2014), Harrison et al. (2014), Trautmann and van de Kuilen (2014), Offerman and
Palley (2015)

Risk analysis

Cunningham and Martell (1976), Garthwaite and O’'Hagan (2000), Walker et al. (2003)
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Table A.1 (Continued)

Topic

Articles

Sports

Winkler (1971), Lawrence et al. (2002), Debnath et al. (2003), Chen et al. (2005), Grant and Johnstone
(2010), Strumbelj and Sikonja (2010), Constantinou and Fenton (2012), Carvalho and Larson (2013),
Deloatch et al. (2013), Carvalho et al. (2015, 2016a)

Weather/Climate

Brier (1950), Sanders (1963), Winkler and Murphy (1969), Glahn and Jorgensen (1970), von Holstein

(1971a), Murphy (1974), Charba and Klein (1980), Murphy and Winkler (1982, 1984), Murphy and
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