Localized stress amplification in inertialess channel flows of viscoelastic fluids
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Abstract

Nonmodal analysis typically uses square-integrated quantities to characterize amplification of disturbances. However, such measures may be misleading in viscoelastic fluids, where polymer stresses can be strongly amplified over a small region. Here, we show that when using a localized measure of disturbance amplification, spanwise-constant polymer-stress fluctuations can be more amplified than streamwise-constant polymer-stress fluctuations, which is the opposite of what is observed when a square-integrated measure of disturbance amplification is used. To demonstrate this, we consider a model problem involving two-dimensional pressure-driven inertialess channel flow of an Oldroyd-B fluid subject to a localized time-periodic body force. Nonmodal analysis of the linearized governing equations is performed using recently developed well-conditioned spectral methods that are suitable for resolving sharp stress gradients. It is found that polymer-stress fluctuations can be amplified by an order of magnitude while there is only negligible amplification of velocity fluctuations. The large stress amplification arises from the continuous spectrum of the linearized problem, and may put the flow into a regime where nonlinear terms are no longer negligible, thereby triggering a transition to elastic turbulence. The results suggest an alternate mechanism that may be useful for understanding recent experimental observations of elastic turbulence in microchannel flows of viscoelastic fluids.
1 Introduction

A Newtonian fluid can transition from laminar to turbulent flow when inertial forces become sufficiently large compared to viscous forces. In contrast, viscoelastic fluids can exhibit turbulent-like flow even when inertial forces are much weaker than viscous forces [12, 13, 33, 34]. This turbulent-like flow state (elastic turbulence) arises when elastic forces become sufficiently large relative to viscous forces. Elastic turbulence may be helpful for enhancing transport in flows with weak inertia [4], such as those that arise in drug delivery systems, medical diagnostic devices, and high-heat-flux integrated circuits [23]. However, elasticity-driven instabilities in polymer processing operations like extrusion are detrimental to the quality of final products [26, 31]. It is therefore important to understand possible physical mechanisms that could trigger a transition to elastic turbulence.

Flows of viscoelastic fluids with curved streamlines can be linearly unstable in the absence of inertia, and this instability provides a mechanism for initiating the transition to elastic turbulence [12, 13]. In contrast, channel flows of viscoelastic fluids with straight streamlines (e.g., plane Poiseuille and Couette flows) are predicted to be linearly stable in the absence of inertia [36, 9, 41, 26]. However, such flows appear to be unstable to finite-amplitude perturbations, and it has been argued that this provides a mechanism for initiating transition to elastic turbulence [31, 33, 34]. Nevertheless, the question of how such finite-amplitude perturbations arise remains an open one.

Even if standard modal (i.e., eigenvalue) analysis predicts that a flow is linearly stable, transition to another flow state could be initiated via a linear mechanism if there is nonmodal amplification of disturbances. A sufficiently large disturbance amplification could put the flow into a regime where nonlinear terms are no longer negligible even if modal analysis predicts that the flow is asymptotically stable. The effects of these nonlinear terms could then lead to flow transition. Nonmodal analysis of channel flows of viscoelastic fluids indicates that velocity and polymer-stress fluctuations can undergo considerable amplification even when inertial effects are much weaker than elastic effects, with the largest amplification occurring for streamwise-constant disturbances [16, 17, 21, 22, 29, 15].

Disturbance amplification in nonmodal analysis of channel flows is typically measured in terms of quantities that are square-integrated along the channel gap [20, 7, 38, 19]. For example, the integral of the square of the magnitude of the velocity fluctuation vector provides a measure of the kinetic energy of the velocity fluctuations [20, 7, 19]. The objective of the present paper is to demonstrate that such square-integrated measures may be misleading in viscoelastic fluids, where polymer stresses can be highly localized (e.g., [42, 41, 11, 40, 39]).

To understand why a square-integrated measure may be misleading for functions that are strongly amplified only in a small region, consider a function [15, 18] whose square yields a Gaussian function with a small standard deviation, \( \alpha \),

\[
g^2(y) = \frac{1}{2\sqrt{\pi \alpha}} e^{-\frac{y^2}{4\alpha}}. \tag{1}
\]

The Gaussian function (1) has the property that its peak value increases with a decrease in \( \alpha \). For example, when \( \alpha = 0.01 \), the peak value of the Gaussian is \( \sim 3 \), whereas when \( \alpha = 0.005 \), the peak value is \( \sim 12 \).
However, no matter how large the peak value of the Gaussian is, its integral is always of unit magnitude, i.e.,

\[
\int_{-\infty}^{\infty} g^2(y) \, dy = 1.
\]

The square-integrated measure in (2) does not appropriately weight the large magnitude of the Gaussian function over a small region that occurs when \( \alpha \) is very small. Similarly, if a polymer-stress fluctuation is amplified by orders of magnitude over a small region, the square-integrated measure typically used in nonmodal analysis will overlook the sheer magnitude of the polymer stress that occurs locally. Yet, such large polymer stresses and the corresponding gradients could put the flow into a regime where nonlinear terms are no longer negligible, and this could lead to a flow transition.

Besides being of fundamental interest, the results of the present paper may also be relevant for understanding experimental observations of elastic turbulence in straight microchannels by Pan et al. and Qin et al. [33, 34]. Pressure-driven flow of a polymer solution having nearly constant shear viscosity was observed in a channel of length 3 cm and cross-section 90 \( \mu m \times 100 \mu m \). The Reynolds number was \( \sim 0.01 \), and an array of cylinders (diameter \( \sim 50 \mu m \)) in the entry region of the channel was used to perturb the flow. Particle tracking velocimetry reveals that the magnitude of centerline velocity fluctuations can initially decrease along the channel length before increasing (inset of Figure 3 in [34]), resulting in a turbulent-like flow far downstream of the cylinders. This occurs when the number of cylinders and the Weissenberg number (ratio of fluid relaxation time to characteristic flow time) are sufficiently large.

Because the magnitude of centerline velocity fluctuations initially decreases along the channel length, it was argued that the transition to elastic turbulence principally involves a nonlinear (finite-amplitude) instability rather than a linear mechanism such as modal or nonmodal growth of disturbances [33]. If a linear mechanism played an important role in the experiments, one might expect velocity fluctuations to initially increase along the channel length, rather than first decreasing before increasing.

However, it is not clear what causes the finite-amplitude perturbation, and one possibility is that it could arise from a linear mechanism that was overlooked in prior work. In particular, if polymer-stress fluctuations are amplified significantly while velocity fluctuations undergo negligible amplification, then the amplified polymer stresses could act as a finite-amplitude perturbation that triggers flow transition even though the velocity fluctuations (which are typically what are measured experimentally) do not appear to be significantly amplified. Although we do not seek here to provide a definitive explanation of the experimental observations of Pan et al. [33] and Qin et al. [34], our results reveal the presence of such an alternate linear mechanism, which involves large amplification of polymer-stress fluctuations over a small region.

To gain insight into the above issues, we consider in this paper a model problem involving pressure-driven inertialess channel flow of an Oldroyd-B fluid subject to a localized time-periodic body force. Our model problem allows us to isolate the effects of elasticity from those of inertia, the finite-extensibility of polymer molecules, and shear-thinning. Time-periodic body forces are examined to be consistent with prior work [29] and because they yield fundamental information about the frequency response of the flow.
in the experiments of Pan et al. [33] and Qin et al. [34] discussed above exert a localized
force on the fluid and create a perturbation to the flow that is time-periodic [30], our model
problem may also provide some insights into these and related experiments.

One of the key findings of the present paper is that if a localized measure of disturbance
amplification is used, then spanwise-constant polymer-stress fluctuations can be more am-
plified than streamwise-constant polymer-stress fluctuations. This is the opposite of what
is observed if a square-integrated measure of disturbance amplification is used. Moreover,
it is found that when using a localized measure, stress fluctuations can be amplified by an
order of magnitude over a small region in spanwise-constant (i.e., two-dimensional) flows
whereas amplification of velocity fluctuations is negligible. The issue of whether streamwise-
constant disturbances, spanwise-constant disturbances, or some other scenario is principally
responsible for transition to elastic turbulence can only be settled by nonlinear calculations.
Nevertheless, the present work highlights the potential importance of localized amplification
of spanwise-constant stress fluctuations, a mechanism unique to viscoelastic fluids and one
that was overlooked in prior work that emphasized the use of square-integrated measures of
disturbance amplification [16, 17, 21, 22, 29, 15].

Our paper is organized as follows. In § 2 we present the problem formulation, and in § 3
we discuss the numerical methods used. In § 4 we compare localized and square-integrated
measures of stress amplification. In § 5 we identify the role played by the continuous spectrum
of the linearized problem in stress amplification. We summarize our findings in § 6, and
relegate technical details to the appendices.

2 Problem formulation

2.1 Governing equations

We consider inertialess pressure-driven flow of an Oldroyd-B fluid between two parallel planes
separated by a distance $2h$ (Figure 1). We scale length with $h$, velocity with the maximum
magnitude of the steady-state velocity $U_0$, and time with $h/U_0$. Pressure is scaled with
$\mu_T U_0/h$, where $\mu_T$ is the effective shear viscosity of the fluid, and polymer stresses with
$\mu_p U_0/h$, where $\mu_p = \mu_T - \mu_s$ and $\mu_s$ is the solvent viscosity.
Two nondimensional groups result from this scaling that characterize the material properties of the fluid. The viscosity ratio, \( \beta = \mu_s / \mu_T \), gives the ratio of the solvent to the total viscosity. The Weissenberg number \( We = \lambda_p U_0 / h \), gives the ratio of the fluid relaxation time \( \lambda_p \) to the characteristic flow time \( h / U_0 \).

The equations governing momentum and mass conservation are [27, 1]

\[
-\nabla P + \beta \nabla^2 V + (1 - \beta) \nabla \cdot T + D = 0, \tag{3a}
\]

\[
\nabla \cdot V = 0, \tag{3b}
\]

where \( V = [U \ V \ W]^T \) is the velocity vector, \( T \) is the polymer-stress tensor, \( P \) is the pressure, and \( D \) is the body force. The Oldroyd-B constitutive equation governs the polymer stress,

\[
\partial_t T + V \cdot \nabla T - T \cdot \nabla V - (T \cdot \nabla V)^T = -\frac{1}{We} T + \frac{1}{We} (\nabla V + \nabla V^T). \tag{3c}
\]

The steady-state velocity and nonzero components of the polymer stress are given by,

\[
\bar{V} = [\bar{U}(y) \ 0 \ 0]^T, \quad \bar{T}_{xx} = 2 We \bar{U}'(y)^2, \quad \bar{T}_{xy} = \bar{T}_{yx} = \bar{U}'(y), \tag{4}
\]

where \( \bar{U}(y) = 1 - y^2 \) for plane Poiseuille flow (Figure 1), and the prime refers to a derivative with respect to \( y \). We consider the dynamics of fluctuations about the steady-state (4) using a standard decomposition in (3), \( V = \bar{V} + v, T = \bar{T} + \tau, P = \bar{P} + p, \) and \( D = \bar{D} + d \), where \( v, \tau, p \) and \( d \) are fluctuations of the velocity, polymer stress, pressure and body force, respectively.

Retaining terms that are linear in the fluctuations leads to the linearized governing equations,

\[
-\nabla p + \beta \nabla^2 v + (1 - \beta) \nabla \cdot \tau + d = 0, \tag{5a}
\]

\[
\nabla \cdot v = 0, \tag{5b}
\]

\[
-\frac{1}{We} \tau + \frac{1}{We} (\nabla v + \nabla v^T) = \partial_t \tau + \bar{V} \cdot \nabla \tau + v \cdot \nabla \bar{T} - \bar{T} \cdot \nabla v - \tau \cdot \nabla \bar{V} - (\bar{T} \cdot \nabla v)^T - (\tau \cdot \nabla \bar{V})^T. \tag{5c}
\]

The boundary conditions come from no-slip and no-penetration of the velocity at the channel walls,

\[
v(\pm 1) = 0. \tag{5d}
\]

We consider the effects of a persistent body force \( d \) of the form

\[
d(x, y, z, t) = d(y) \delta(x) \delta(z) e^{i \omega t}, \tag{5e}
\]

where \( \delta(\cdot) \) is the Dirac delta function, \( i \) is the imaginary unit, and \( \omega \) is the temporal frequency. For simplicity, we now use the symbol \( d \) to denote the \( y \)-dependence of the body force. The body force in (5e) is localized in the \( x \)- and \( z \)-directions and is harmonic in time. As we will
see in § 4 (Figures 5c and 5d), $d(y)$, which emerges from our analysis, is nearly localized at specific points in the $y$-direction as well.

2.2 Input-output form of governing equations

The linearized governing equations can be put into a form that relates input and output variables. This is accomplished by first applying a Fourier transform to (5) in the $x$- and $z$-directions. Since the resultant stress and velocity fields must have the same temporal frequency $\omega$ [38] as the body force in (5e), we substitute $v(\kappa, y, t) = v(\kappa, y) e^{i\omega t}$, $\tau(\kappa, y, t) = \tau(\kappa, y) e^{i\omega t}$, and $p(\kappa, y, t) = p(\kappa, y) e^{i\omega t}$ into (5). Here $\kappa = (k_x, k_z)$ is the vector of Fourier modes corresponding to the $x$- and $z$-directions. We now use the symbols $v$, $\tau$, and $p$ to denote the amplitude functions, and for convenience we simply refer to them as the velocity, stress, and pressure from now on.

The transformed version of (5c) can be used to express the stress in terms of the velocity. Using that expression to eliminate the stress in the momentum conservation equations (5a) leads to a representation of (5) given by

$$[A(\kappa, \omega, \beta, We) \phi(\cdot)|(y) = [B(\kappa) d(\cdot)|(y), \quad (6a)$$

$$v(y) = [C_v(\kappa) \phi(\cdot)|(y), \quad (6b)$$

$$\tau_{xx}(y) = [C_{xx}(\kappa, \omega, We) \phi(\cdot)|(y). \quad (6c)$$

The input $d$ is the body force in (5a), and $\phi = [u \ v \ w \ p]^T$. The output is either the velocity vector (6b), or the component $\tau_{xx}$ (6c) of the stress tensor. The quantities $A$, $B$, $C_v$, and $C_{xx}$ in (6) are block matrices of differential operators in $y \in [-1 \ 1]$ (Appendix A). Note that we have moved the dependence of the amplitude functions on $\kappa$ into these operators so that $v$, $\tau$, and $p$ now depend only on $y$. The notation $(\cdot)$ is used to emphasize that $d$ and $\phi$ are functions. We consider the velocity vector as the output in (6b) instead of individual components as this enables us to calculate the maximum value of the kinetic energy of velocity fluctuations (see (12)). We consider the $xx$-component of the stress in (6c) as we found that it shows the largest amplification compared to other stress components.

System (6) can be further simplified (Chapter 3 of [38]) by eliminating pressure and recasting $A$, $B$, $C_v$, and $C_{xx}$ into a form where $\phi = [v \ \eta]^T$ with $\eta = ik_z u - ik_x w$ being the wall-normal vorticity. We refer to the form in which $\phi = [u \ v \ w \ p]^T$ as the descriptor form, and the form in which $\phi = [v \ \eta]^T$ as the evolution form. The descriptor form is a larger system that involves four variables $(u, v, w, \text{ and } p)$, whereas the evolution form involves two variables $(v$ and $\eta)$. However, a numerical solution (see § 3) using the descriptor form needs fewer basis functions compared to the evolution form [24]. We perform calculations using both forms to confirm our expressions and results. Expressions for $A$, $B$, $C_v$, and $C_{xx}$ in (6) in both forms are provided in Appendix A.

We note that the same set of equations in (6) results from using a body force that is a sinusoidal function of $x$ and $z$ in all space,

$$d(x, y, z, t) = d(y) e^{i\omega t + ik_x x + ik_z z}. \quad (7a)$$

Substituting $v(x, y, z, t) = v(y) e^{i\omega t + ik_x x + ik_z z}$, $\tau(x, y, z, t) = \tau(y) e^{i\omega t + ik_x x + ik_z z}$, and $p(x, y, z, t) =
$p(y) e^{i\omega t + ik_xx + ik_z z}$ into (5) yields (6). Therefore, solutions to (6) can be interpreted as resulting from (a) a force that is a sinusoidal function of $x$ and $z$ in all space (7a), or (b) a force that is localized at one point in the $x$- and $z$-directions (5e). The localized interpretation may be useful for making connections to experiments [34, 33] where fixed objects exert a body force on the fluid that is persistent in time and localized in space.

### 2.2.1 Modal analysis

The eigensystem of (6) that characterizes modal stability of (5) is given by pairs of (nonzero) eigenvectors $\phi(y)$ and eigenvalues $\lambda$, with $\omega = -i \lambda$, $\lambda \in \mathbb{C}$ (where $\mathbb{C}$ is the set of complex numbers), for which

$$[A(\kappa, \lambda, \beta, We) \phi(\cdot)](y) = 0. \quad (7b)$$

System (6) is linearly unstable for a given $\{\kappa, \beta, We\}$ when $\text{Re}(\lambda) > 0$, where $\text{Re}(\cdot)$ is the real part. Prior works have shown that inertialess Couette flow is linearly stable for all $\{\kappa, We\}$ when $\beta = 0$ [36, 9]. For all other parameters in inertialess plane Couette and Poiseuille flows, several numerical solutions show that system (6) is linearly stable, although to the best of our knowledge, there are no rigorous proofs for linear stability in the full parameter space of $\{\kappa, \beta, We\}$ [41, 26].

One known solution to (7b) is the continuous spectrum [36, 35, 41],

$$\lambda(y) = -\frac{1}{We} - i k_x \bar{U}(y), \quad (7c)$$

which has a negative real part $-1/We$ and is hence linearly stable (here, $\bar{U}$ is the steady-state velocity for plane Poiseuille flow (see (4))). The continuous spectrum varies in $y$ according to the continuous function, $\bar{U}(y)$, and reverts to a discrete eigenvalue $\lambda = -1/We$ when $k_x = 0$.

As we will see in §5, (7c) plays an important role in inducing large stress amplification from small-amplitude body forces.

### 2.2.2 Nonmodal analysis

While modal analysis is centered around finding solutions to (7b), nonmodal analysis considers the operator $[A^{-1}(\kappa, \omega, \beta, We)]$ (see (6a)) in conjunction with the input body force ($d$ in (5a)) and a selected velocity or stress output (see (6b) and (6c), respectively). In particular,

$$v(y) = [T_v(\omega) d(\cdot)](y), \quad (8a)$$
$$\tau_{xx}(y) = [T_{xx}(\omega) d(\cdot)](y), \quad (8b)$$

where $T_v$ and $T_{xx}$ are the resolvent operators that map the body force ($\dot{d}$ in (5a)) to the velocity and stress, respectively,

$$T_v(\omega) = C_v A^{-1}(\omega) B, \quad T_{xx}(\omega) = C_{xx}(\omega) A^{-1}(\omega) B. \quad (8c)$$

Note that operators $C_v$, $A$, $B$, and $C_{xx}$ in (8c) were introduced in (6). We suppress the dependence of the operators on $\{\kappa, \beta, We\}$ in (8) for notational convenience.
One measure of the amount of nonmodal amplification in a system is the resolvent norm [38]. We next discuss the resolvent norm of a generic resolvent operator $\mathcal{T}$ corresponding to an output operator $\mathcal{C}$ in (6) that holds for both the velocity ($\mathcal{C}_v$ in (6b)) and the stress ($\mathcal{C}_{xx}$ in (6c)) outputs in (8),

$$\mathcal{T}(\omega) = \mathcal{C}(\omega) A^{-1}(\omega) B.$$  \hfill (9)

### 2.3 The resolvent norm

The resolvent norm of operator $\mathcal{T}$ in (9) provides a measure of the maximum value of the square-integrated velocity (6b) (for $\mathcal{T}_v$) or the stress (6c) (for $\mathcal{T}_{xx}$),

$$\int_{-1}^{1} v^i(y)v(y) \, dy, \quad \int_{-1}^{1} \tau^i_{xx}(y)\tau_{xx}(y) \, dy,$$  \hfill (10)

for any square-integrable body force ($d$ in (5a)) of a unit $L^2[-1, 1]$ norm,

$$||d||_2^2 := \int_{-1}^{1} d^i(y)d(y) \, dy,$$  \hfill (11)

where $|| \cdot ||_2$ is the $L^2[-1, 1]$ norm, and $(\cdot)^\dagger$ is the adjoint [38, 20]. The square-integrated velocity in (10) yields the kinetic energy of velocity fluctuations integrated over $y \in [-1, 1]$,

$$\int_{-1}^{1} v^i(y)v(y) \, dy = \int_{-1}^{1} |u(y)|^2 + |v(y)|^2 + |w(y)|^2 \, dy.$$  \hfill (12)

The resolvent norm is given by the principal singular value of $\mathcal{T}$ [38, 28], and is formally defined as

$$\max_{d \in \mathbb{H}^{2 \times 1}, d \neq 0} \frac{||\mathcal{T}(\omega)d||_2}{||d||_2} = \sigma_0[\mathcal{T}],$$  \hfill (13)

where $\mathbb{H}$ is the set of square-integrable functions. The principal singular value $\sigma_0$ is computed using a singular value decomposition (SVD) of $\mathcal{T}$, as described in § 3. We will now discuss quantities obtained from a SVD of $\mathcal{T}$ which are typically used in nonmodal analysis, along with their physical interpretation.

The SVD of $\mathcal{T}_v$ in (8a) yields the singular values $\sigma$, body forces, and velocities such that [28]

$$\sigma \hat{v}(y) = [\mathcal{T}_v(\omega)\hat{d}(\cdot)](y).$$  \hfill (14)

where $\hat{v}$ and $\hat{d}$ are quantities with a unit $L^2[-1, 1]$ norm (11). Expression (14) implies that a body force $\hat{d}$ acting on $\mathcal{T}_v$ results in a $\hat{v}$ with an amplification of magnitude $\sigma$. Comparing (8a) and (14), the velocity that results from the body force $\hat{d}$ in (14) is given by

$$v(y) = \sigma \hat{v}(y).$$  \hfill (15)
Taking the $L^2[-1,1]$ norm (11) of both sides of (15) we have

$$||v||^2_2 = \sigma^2 ||\hat{v}||^2_2 = \sigma^2$$

where the last equality in (16) holds as $\hat{v}$ has a unit $L^2[-1,1]$ norm (see (11)). Together, (16), (11), and (12) indicate that the square of the largest (i.e., principal) singular value gives the maximum possible value of the kinetic energy of velocity fluctuations integrated in the $y$-direction for any square-integrable body force of a unit $L^2[-1,1]$ norm (For a rigorous proof that the largest singular value is the resolvent norm (13), see [8].)

Similar to (14)-(16), the SVD of $T_{xx}$ in (8b) yields the singular values $\sigma$, body forces, and stresses such that [28],

$$\sigma \hat{\tau}_{xx}(y) = [T_{xx}(\omega) \hat{d}(\cdot)](y),$$

where $\hat{\tau}_{xx}$ is a quantity with a unit $L^2[-1,1]$ norm. Similar to (15), we have by using (8b) and (17),

$$\tau_{xx}(y) = \sigma \hat{\tau}_{xx}(y),$$

and taking the $L^2[-1,1]$ norm (11) of both sides of (18) we arrive at

$$||\tau_{xx}||^2_2 = \sigma^2$$

From (19), (10), and (11), the largest singular value from the SVD of $T_{xx}$ gives the maximum possible value of the square-integrated stress for any square-integrable body force of unit $L^2[-1,1]$ norm [28].

### 2.4 Localized amplification

As noted earlier, nonmodal analysis typically quantifies disturbance amplification in terms of quantities that are square-integrated along the channel width (see (10)). However, such measures overlook quantities that are highly amplified over a small region as discussed in § 1. In this paper, we quantify localized amplification as follows,

$$v(y^*) := |v(y)|_{\text{max}}, \quad \tau_{xx}(y^*) := |\tau_{xx}(y)|_{\text{max}},$$

where $y^*$ is the location at which the maximum occurs for a given body force. Note that $v(y)$ and $\tau_{xx}(y)$ are calculated using the SVD and (15) and (18).

Prior works on nonmodal analysis [16, 17, 21, 22, 29] show that the maximum non-modal amplification (as given by (10)) occurs when $k_x = 0$ in (6). This corresponds to streamwise-constant disturbances, and system (6) when $k_x = 0$ is frequently referred as the two-dimensional three-component (2D3C) model [37, 17, 21, 22, 29]. In the present work, we find that localized amplification (as defined in (20)) is more prominent when $k_z = 0$ and the stress, velocity, and body force are restricted to the $(x,y)$-plane. This corresponds to spanwise-constant disturbances, and will be referred to as the 2D model. We consider here only these two models and not a full 3D model owing to numerical limitations (see Chapter 3 of [14]).
The SVD of $T$ in (9) is determined by using an eigenvalue decomposition [25, 3],

$$\begin{bmatrix} 0 & B B^\dagger \\ C^\dagger C & 0 \end{bmatrix} \begin{bmatrix} \phi \\ \psi \end{bmatrix} = \gamma \begin{bmatrix} A & 0 \\ 0 & A^\dagger \end{bmatrix} \begin{bmatrix} \phi \\ \psi \end{bmatrix},$$

(21)

where we suppress the dependence on $\{\kappa, \omega, \text{We}, \beta, y\}$ for brevity. The eigenvalues $\gamma = \pm \sigma$ yield the singular values, and $\psi$ is the vector of adjoint variables corresponding to $\phi$ in (6).

The eigenvalue problem (21) consists of differential (infinite-dimensional) operators that act on continuous functions, $\phi$ and $\psi$. The operators in (21) are discretized using two well-conditioned spectral methods: the spectral integration method [6, 10], and the ultraspherical method [32]. We now briefly discuss spectral methods and their well-conditioned variants.

Spectral methods express a variable in a differential equation in a basis of orthogonal polynomials like the Chebyshev polynomials, e.g.,

$$u(y) = \sum_{i=0}^{\infty} u_i T_i(y),$$

(22)

where $u_i$ are the unknown spectral coefficients to be solved for, $T_i(y)$ are the $i$th Chebyshev polynomials of the first kind, and $\sum'$ denotes a summation whose first term is halved (this convention is commonly used in a Chebyshev basis [2, 10]).

Expressions for higher derivatives of the variable $u(y)$ are derived by using a Chebyshev differentiation operator [10]. The differentiation operator produces ill-conditioned matrix approximations to differential operators in (21) [2] that yield erroneous results for calculations of the resolvent norm (13) at moderate to large $\text{We}$ [28] (also see Chapter 3 of [14]).

The recently developed well-conditioned ultraspherical [32] and spectral integration [6] methods avoid using the differentiation operator. For example, the spectral integration method avoids the differentiation operator by expressing the highest derivative in a differential equation with a Chebyshev basis, and expressing lower derivatives with an integration operator. The highest derivative of $u$ in (5) is of second order, hence the second derivative of $u$ is expressed as

$$\frac{d^2 u}{dy^2} = \sum_{i=0}^{N'} u_i^{(2)} T_i(y).$$

(23)

Expressions for lower derivatives of $u$ in (23) are obtained using the recurrence relation for the integration of Chebyshev polynomials [10],

$$\frac{du}{dy} = \sum_{i=0}^{N'} u_i^{(1)} T_i(y) + c_0,$$

(24)
where $c_0$ is a constant of integration and

$$u_i^{(1)} = \begin{cases} 
\frac{1}{2N} \left( u_{i-1}^{(2)} - u_{i+1}^{(2)} \right), & 0 < i < N, \\
\frac{1}{2} u_i^{(2)}, & i = 0, \\
\frac{1}{2N} u_{i-1}^{(2)}, & i = N.
\end{cases} \tag{25}$$

The constants of integration can be computed using the boundary conditions in (5d).

Similarly, the ultraspherical method expresses a variable and its derivatives in a basis of ultraspherical polynomials [32],

$$\frac{d^n u}{dy^n} = \sum_{k=1}^{N} k u_k^{(n)} \frac{d^{n-1} C_k^{(1)}(y)}{dy^{n-1}}, \tag{26}$$

where $C_k^{(\alpha)}$ is the $k$th ultraspherical polynomial of the $\alpha$ kind. The derivatives of ultraspherical polynomials in (26) are related through the recurrence relation [32],

$$\frac{dC_k^{(\alpha)}}{dy} = \begin{cases} 
2 \alpha C_{k-1}^{(\alpha+1)}, & k \geq 1, \\
0, & k = 0,
\end{cases} \tag{27}$$

which forms a well-conditioned mapping between the variable and its derivatives, unlike the differentiation operator used in conventional spectral methods [32].

The spectral integration method is implemented in Matlab (see Chapter 3 of [14]) to derive finite-dimensional approximations to (21) in both the evolution and descriptor forms (see (6) and Appendix A). The ultraspherical discretization in Chebfun [5, 32] is used to derive a finite-dimensional approximation in the evolution form (see Appendix A.1). As these well-conditioned methods are relatively new, we are currently not aware of how to use the ultraspherical method with the descriptor form. For all calculations reported in this paper, the corresponding velocity and stress from the SVD (see (14) and (17)) are resolved to machine precision by using up to 15,000 basis functions with these well-conditioned spectral methods.

These two approaches (evolution form with the ultraspherical method, descriptor and evolution forms with the spectral integration method; see (6) and Appendix A) produce the same singular values (a few representative validations are given in Appendix B) confirming the accuracy of our results. Furthermore, at large $We$ for 2D3C Couette flow, our results agree with the $We$ and $We^2$ scaling of the velocity $v$ and stress $\tau_{xx}$ singular values (Appendix B) reported in Figures 3 and 4 of [22].

4 Localized and square-integrated amplification of the stress

In this section, we show that spanwise-constant stress fluctuations (2D model) can be more amplified than streamwise-constant stress fluctuations (2D3C model) when a localized measure of disturbance amplification (see (20)) is used. This is in contrast to what happens when
Figure 2: Principal singular values of (a) $\mathcal{T}_v$ in (14) and (b) $\mathcal{T}_{xx}$ in (17) for the 2D3C model with $\beta = 0.5$, $k_z = 1$, and $\omega = 0$. The solid lines denote singular values, and the dashed lines show the scaling with $We$.

a square-integrated measure of disturbance amplification (see (10)) is used [16, 21, 22, 29]. We consider square-integrated amplification in § 4.1, and localized amplification in § 4.2. We fix the viscosity ratio to a representative value of $\beta = 0.5$, and the frequency to $\omega = 0$. In § 5, we discuss the influence of $\omega$ in more detail. The streamwise and spanwise wavenumbers ($k_x$ and $k_z$, respectively) are set to fixed values as the results are qualitatively similar for other values.

### 4.1 Square-integrated amplification

Figure 2 shows the principal singular values as a function of $We$ for the 2D3C model ($k_x = 0$, $k_z = 1$) with $\beta = 0.5$ and $\omega = 0$. Figure 2a shows the velocity singular values obtained from the SVD of $\mathcal{T}_v$ (see (14)), and there is a linear growth with $We$ when $We > \sim 20$. Recall that the singular value provides a square-integrated measure of the velocity or the stress amplification, as discussed in § 2.3 (see (10), (16) and (19)).

Figure 2b shows the stress singular values obtained from the SVD of $\mathcal{T}_{xx}$ (see (17)). We observe in Figure 2b that the stress singular value grows quadratically with $We$. The $We$ and $We^2$ scaling of the velocity and stress singular values in Figures 2a and 2b, respectively, are in agreement with the scaling arguments of Jovanović and Kumar [22].

Figure 3 shows the principal singular values as a function of $We$ for the 2D model ($k_x = 1$, $k_z = 0$) with $\beta = 0.5$ and $\omega = 0$. Figure 3a shows the velocity singular values computed from the SVD of $\mathcal{T}_v$ (see (14)). The singular value grows at relatively small $We$ ($\sim 5$) and then decays at larger $We$. As discussed in § 2.3, the principal singular value gives the maximum possible kinetic energy of the velocity fluctuations for any square-integrable body force. We conclude from Figure 3a that this maximum energy decreases with an increase in fluid elasticity for large enough $We$.

The stress singular values in Figure 3b (the maximum possible square-integrated stress (10))
computed from the SVD of $\mathbf{T}_{xx}$ (see (17)) show a different trend. The singular value grows with an increase in $We$ until $We \sim 20$, and then plateaus at large $We$.

As noted earlier, square-integrated measures are typically used in nonmodal analysis to characterize amplification of disturbances. From this perspective, the 2D3C model would exhibit a larger amplification than the 2D model at high $We$ since the principal singular values of the 2D3C model grow with $We$ whereas those of the 2D model do not. However, if a localized measure of disturbance amplification is employed, then the 2D model can show more amplification as we will demonstrate next.

### 4.2 Localized amplification

Figure 4a shows $\hat{\tau}_{xx}$ (see (17) and (18)) corresponding to the principal singular value for the 2D3C model using the same parameters as in Figure 2b with $We = 100$. Figure 4b shows $\hat{\tau}_{xx}$ corresponding to the principal singular value for the 2D model using the same parameters as in Figure 3b with $We = 100$. Figure 4c enlarges the region near $y = 1$ in Figure 4b for clarity.

The principal singular value for the 2D3C model ($\sigma_0 = 9422.386$; Figure 4a) is about a thousand times greater than that for the 2D model ($\sigma_0 = 6.033$; Figure 4b). However, the peak magnitude of the stress (see (18) and (20)) for the 2D3C model (Figure 4a) is $\sigma_0 |\hat{\tau}_{xx}|_{\text{max}} \approx 9422.386 \times 0.01 = 94.22$. In contrast, for the 2D model (Figures 4b and 4c) $\sigma_0 |\hat{\tau}_{xx}|_{\text{max}} \approx 6.033 \times 300 = 1809$; this is about twenty times larger than that of the 2D3C model.

In Figure 4, both, the 2D3C and 2D models have body forces with unit $L^2[−1 \ 1]$ norms (11), but the 2D model generates larger localized stress amplification compared to the 2D3C model under the same conditions. Therefore, we conclude from Figure 4 that if we use a localized measure of disturbance amplification (see (20)) instead of a square-integrated
Figure 4: The quantity $\hat{\tau}_{xx}$ (see (18)) corresponding to the principal singular value from the SVD of $T_{xx}$ in (17) for the (a) 2D3C ($k_z = 1$), and (b,c) 2D ($k_x = 1$) models with $We = 100$, $\beta = 0.5$, and $\omega = 0$. Solid lines denote the real parts and dashed lines denote the imaginary parts of $\hat{\tau}_{xx}$. Panel (c) enlarges panel (b) near $y = 1$.

measure (see (10)), the 2D model produces greater stress amplification compared to the 2D3C model. It should also be observed from Figures 4b and 4c that the stress is highly localized near the channel boundaries. In addition, the velocity amplification is relatively weak as can be inferred from Figure 3a.

Figures 5a and 5b show the components of the velocity $\mathbf{v} = [u \ v]^T$ corresponding to the principal singular value of the 2D model. The magnitude of the velocity is $O(0.1)$. This is about five orders of magnitude weaker than the maximum value of the stress, which as noted earlier is $\sigma_0 |\hat{\tau}_{xx}|_{\text{max}} \approx 6.023 \times 300 = 1809$ (Figures 4b and 4c).

Our results thus demonstrate that polymer-stress fluctuations can be significantly amplified even if velocity fluctuations undergo negligible amplification. These amplified stresses and the corresponding gradients could put the system into a regime where nonlinear terms are no longer negligible, and this could lead to a flow transition. Such a mechanism might not be apparent from experimental observations, where velocity rather than stress fluctuations are typically measured. Because the stress fluctuations are highly localized, this alternative linear mechanism would be overlooked when using a square-integrated measure of disturbance amplification, which predicts that streamwise-constant fluctuations are most amplified. However, by using a localized measure of disturbance amplification, we find instead that spanwise-constant fluctuations are most amplified.

Figures 5c and 5d show the $x$- and $y$-components of the body force that induce the velocities in Figures 5a and 5b, and the stress in Figures 4b and 4c. The magnitude of the $x$-component of the body force in Figure 5c is significantly larger compared to the $y$-component in Figure 5d. However, both components of the body force are localized near $y = \pm 1$, which are the same locations where the stress is localized (Figures 4b and 4c). Since the maximum magnitude of the body force is $O(100)$ and the maximum value of the stress fluctuation is $O(1000)$, the stress fluctuation is amplified by an order of magnitude.

In Figure 6 we plot in physical space contours of the kinetic energy $u^2 + v^2$ and the square of the stress $\tau_{xx}^2$ that result from the body force shown in Figures 5c and 5d. Recall that the persistent body force we use (see (5e)) is localized in $x$ and $z$. Plots in physical
Figure 5: The (a,b) velocity components $\mathbf{v} = [u \ v]^T$, and (c,d) $x$- and $y$-components of the body force $\mathbf{d}$, corresponding to the principal singular value from the SVD of $\mathbf{T}_{xx}$ in (17) of 2D model with $We = 100$, $\beta = 0.5$, $k_x = 1$, and $\omega = 0$. Solid lines denote the real parts and dashed lines denote the imaginary parts of the velocity and body force.
Figure 6: The steady-state (a) kinetic energy $u^2(x,y) + v^2(x,y)$ and (b,c,d) squared stress $\tau_{xx}(x,y)$ that result from a persistent body force in the 2D model of the form in (5e) with a frequency $\omega = 0$ and a variation in $y$ shown in Figures 5c and 5d. Here, $We = 100$ and $\beta = 0.5$. Panel (c) enlarges panel (b) near $y = -1$, and panel (d) enlarges panel (b) near $y = 1$. 
space are obtained by applying an inverse Fourier transform to the velocity and stress by linearly sampling 24 wavenumbers from \( k_{x,\min} = -2.5 \) to \( k_{x,\max} = 2.29 \), and using 6000 Chebyshev basis functions in the \( y \)-direction. Red represents regions of high magnitude, and blue represents regions of low magnitude as indicated in the color bars.

We observe in Figure 6a that the kinetic energy, \( u^2 + v^2 \), has a peak value near the channel center at \( y = 0 \) of \( \mathcal{O}(10^{-3}) \). This is consistent with the observations in Figures 5a and 5b where the magnitude of the velocity in Fourier space is the largest near the channel center (\( y = 0 \)) and smaller near the channel walls (\( y = \pm 1 \)). Figures 6b, 6c and 6d consider the square of the stress, \( \tau_{xx}^2 \). Figure 6b is almost entirely blue, which corresponds to near-zero values. This is because the stress is highly localized near the walls (\( y = \pm 1 \)). This can be observed in Figures 6c and 6d, where Figure 6b is enlarged in the regions near \( y = -1 \) and \( y = +1 \) respectively. Both \( u^2 + v^2 \) and \( \tau_{xx}^2 \) are also localized around \( x = 0 \), with a weak presence upstream and downstream.

The color bars in Figures 6b, 6c and 6d indicate that the square of the stress reaches a value of \( \mathcal{O}(10^6) \). This large value is prominent near the channel walls at \( y = \pm 1 \), as seen in Figures 6c and 6d. Furthermore, the kinetic energy (\( \mathcal{O}(10^{-3}) \) in Figure 6a) and the square of the stress (\( \mathcal{O}(10^6) \) in Figures 6b, 6c and 6d) have a disparity of about nine orders of magnitude, again highlighting that stress fluctuations can undergo considerably more amplification even when there is negligible amplification of velocity fluctuations.

5 Role of continuous spectrum in stress amplification

In this section we demonstrate that localized amplification of the stress (Figures 4b and 4c) arises from the continuous spectrum \( \lambda(y) = -i k_x \bar{U}(y) - 1/\text{We} \) (see (7c)) of the linearized problem. Note that the continuous spectrum reverts to a discrete eigenvalue \( \lambda = -1/\text{We} \) by setting \( k_x = 0 \). It should be noted that although the continuous spectrum arises from a modal analysis, which is not what is being done in the present work, we retain the term here for simplicity since \( \lambda(y) \) appears in our nonmodal analysis.

The expression for \( \tau_{xx} \) for the full 3D system (see (6c) and (A3)) is given by

\[
\tau_{xx} = c_{1,11}Du + c_{0,11}u + c_{1,12}Dv + c_{0,12}v, \tag{28}
\]

where \( D := d/dy \). Note that this expression also holds for the 2D model since (28) is \( k_z \)- and \( w \)-independent, where \( w \) is the \( z \)-component of \( \mathbf{v} \). The expression for \( \tau_{xx} \) for the 2D3C model can be derived by setting \( k_x = 0 \) in (28).

To illustrate key points, we focus on the first term, \( c_{1,11} \) in (28),

\[
c_{1,11}Du = \frac{2(\text{We} \ c(y) T_{xy}(y) + V'(y))}{\text{We} \ c(y)^2} Du. \tag{29}
\]

where

\[
c(y) = i \omega + 1/\text{We} + i k_x \bar{U}(y). \tag{30}
\]

Note that \( c(y) = i \omega - \lambda(y) \) where \( \lambda(y) \) is the continuous spectrum (see (7c)).
Equation (29) can be rearranged as

\[c_{1,11} Du = \frac{2 \hat{T}_{xy}(y)}{i \omega + \frac{1}{We} + i k_x \hat{U}(y)} D_u + \frac{2 \hat{U}'(y)}{We(i \omega + \frac{1}{We} + i k_x \hat{U}(y))^2} D_u.\]  

(31)

In (31), \(T_{xy}\) and \(U'(y)\) are the same, i.e., \(T_{xy} = U'(y)\) (see (4)), but we retain them separately to identify which couplings between base-state and fluctuation quantities give rise to them. The contribution from \(T_{xy}\) in (31) comes from \(T \cdot \nabla v\) in (5c), and that from \(U'(y)\) in (31) comes from \(\tau \cdot \nabla V\) in (5c). In what follows, we will focus on \(g_1\) since \(g_2\) exhibits similar behavior. Indeed, all the functions \(c_{1,11}, c_{0,11}, c_{1,12},\) and \(c_{0,12}\) in (28) contain \(c(y)\) or its powers in the denominator (see (A4)) and thus exhibit behavior similar to \(g_1\) in (31).

We next plot \(g_1\) in (31) to understand its role in generating localized amplification in \(\tau_{xx}\) (Figures 4b and 4c). Figure 7 shows \(g_1\) under the same conditions as Figure 4, i.e., with \(We = 100, k_x = 1,\) and \(\omega = 0.\) Note that \(g_1\) in (31) is \(k_z\)– and \(\beta\)-independent.

For the 2D model, we observe from Figures 7a and 7b that \(g_1\) shows localized amplification near \(y = \pm 1.\) Figure 7b enlarges Figure 7a near \(y = 1\) for clarity, and we observe that \(g_1\) has a maximum magnitude of \(\sim 400.\) Furthermore, the locations of localized amplification of \(\hat{\tau}_{xx}\) in Figures 4b and 4c are near \(y = \pm 1,\) and this is where \(g_1\) is also locally amplified in Figures 7a and 7b.

In Figure 7c we plot \(g_1\) for the 2D3C model \((k_z = 1,\) in which case \(g_1(y) = -2 We \hat{U}'(y)),\) and we observe a smooth function without prominent localized amplification. This is again similar to the 2D3C case in Figure 4a, where \(\tau_{xx}\) is a smooth function without prominent localized amplification.

To gain further insight into the origin of the localized amplification of \(g_1\) (Figures 7a and 7b), we separate the real and imaginary parts of \(g_1\) in (31), yielding

\[g_1(y) = \frac{2 \hat{T}_{xy}(y)(1/We - i(\omega + k_x \hat{U}(y)))}{1/We^2 + (\omega + k_x \hat{U}(y))^2}.\]  

(32)
For a finite numerator, the function $g_1$ in (32) reaches its largest magnitude when its denominator is at its minimum. As the denominator is a sum of two squares in (32), it is minimized when $y = y^*$ such that
\[ \omega + k_x \bar{U}(y^*) = 0. \]  

The location $y = y^*$ would then correspond to the place where we expect the magnitude of $g_1$ in (32), and thus the stress amplification, to be maximized. Note that $\omega + k_x \bar{U}(y)$ is the imaginary part of $c(y)$ (see (30)), and recall that $c(y) = i\omega - \lambda(y)$ where $\lambda(y)$ is the continuous spectrum (see (7c)).

Equation (33) can be used to identify where localized amplification occurs ($y^*$) for given values of $\omega$ and $k_x$. For example, for the case shown in Figure 7, substituting $\omega = 0$ and $k_x = 1$ in (33) yields $y^* = \pm 1$ since the base-state streamwise velocity $\bar{U}$ vanishes at the channel walls. As seen in Figures 7a and 7b, $g_1$ is locally amplified near $y^* = \pm 1$, and as seen in Figures 4b and 4c, the stress is locally amplified there as well. Note that for the 2D3C model, $k_x = 0$, and as a consequence, there are no longer specific points $y^*$ where (33) is satisfied. This is consistent with the relatively weak localized amplification observed in Figure 7c and Figure 4a.

We now consider what happens for different values of $\omega$. To do this we pick several values of $y^* \in [-1, 1]$ in the channel, fix $k_x = 1$ (with $We = 40$ and $\beta = 0.5$), and calculate $\omega$ from (33). We then use this value of $\omega$ and compute a SVD of $\tau_{xx}$ in (17). In Figure 8, the solid and dashed lines mark the real and imaginary parts of $\hat{\tau}_{xx}$ corresponding to the principal singular value from the SVD of $\tau_{xx}$, and the dashed-dotted lines mark $y = y^*$. If the dashed-dotted lines match the locations where localized amplification occurs for $\hat{\tau}_{xx}$, this would further support the idea that (33), which is related to the continuous spectrum, can be used to identify where localized stress amplification occurs.

Figures 8b-8f show excellent agreement between the predictions of (33) and the numerical results for values of $y^*$ away from the channel centerline, thus demonstrating the key role that the continuous spectrum plays in localized stress amplification. We note that the case where $y^* = 0$ shown in Figure 8a is an exception. This can be understood by recognizing that the numerator of $g_1$ in (31) vanishes when $y = y^* = 0$ since $\bar{T}_{xy} = \bar{U}'(y) = -2y$. Further discussion of this case can be found in [14]. We also see from Figure 8 that as the frequency increases in magnitude, the location of the amplification moves toward the channel center. In addition, the amplitude of the magnification is generally larger for smaller frequency magnitudes.

Although we have presented results for $k_x = 1$, similar behavior has been observed at other values of $k_x$ as well [14]. The localized stress amplification we have uncovered arises from coupling between base-state and fluctuation quantities, as was pointed out when describing (31). However, computational limitations have prevented us from fully exploring the $(k_x, \omega, We)$ parameter space, so we cannot draw more detailed conclusions at this time regarding which couplings are most prominent in various regions of the parameter space. Note that the stress functions from the SVD (see (18)) become increasingly steep with an increase in $k_x$ ($> 3$) and need a large number of basis functions for good resolution, making SVD (17) prohibitively expensive. Nevertheless, it is clear from the above discussion that the continuous spectrum plays a key role in generating localized stress amplification.

Finally, we note that as $We \to \infty$, the minimum value of the denominator of (32) is
Figure 8: The quantity $\tau_{xx}$ corresponding to the principal singular value from the SVD of $\mathcal{T}_{xx}$ in (17) with $We = 40$, $\beta = 0.5$, and $k_x = 1$, and (a) $y^* = 0$, (b) $y^* = \pm 0.2$, $\omega = -0.96$, (c) $y^* = \pm 0.4$, $\omega = -0.84$, (d) $y^* = \pm 0.6$, $\omega = -0.64$, (e) $y^* = \pm 0.8$, $\omega = -0.36$, and (f) $y^* = \pm 1$, $\omega = 0$. For given values of $k_x$ and $y^*$, $\omega$ is calculated from (33). The solid lines mark the real parts and the dashed lines mark the imaginary parts of $\hat{\tau}_{xx}$. The dashed-dotted lines mark $y = y^*$. 
0, in which case \( |\tau_{xx}|_{\text{max}} \to \infty \) at specific points \( y = y^* \) in the channel (from (33)). This arises from the infinite extensibility of the Hookean dumbbells used to represent polymer molecules in the Oldroyd-B constitutive equation. Although the singular values for the 2D model were observed to plateau with large \( We \) in Figure 3b, the peak magnitude of the function \( |\hat{\tau}_{xx}|_{\text{max}} \to \infty \) as \( We \to \infty \). In contrast, localized amplification is not as prominent for the 2D3C model, as discussed above. However, the singular values themselves tend to infinity as \( We \to \infty \) as seen in Figure 2b. Accounting for the finite extensibility of the polymer molecules (e.g., by using the FENE-CR constitutive equation) may put bounds on the level of disturbance amplification but is not expected to lead to qualitative changes in the results observed here based on prior nonmodal analysis of viscoelastic channel flows [29].

6 Conclusions

Our results demonstrate that in channel flows of viscoelastic fluids subject to a localized time-periodic body force, spanwise-constant polymer-stress fluctuations can undergo enormous amplification. This amplification is highly localized in space, and was overlooked in prior studies that used square-integrated measures of disturbance amplification, which are typically applied in nonmodal analysis. By using a localized measure of disturbance amplification, we find that spanwise-constant stress fluctuations are more amplified than streamwise-constant stress fluctuations. This amplification appears to arise from the continuous spectrum of the linearized problem, with the amplification location depending on the frequency of the body force.

Our findings may be useful for understanding the experimental observations of Pan et al. and Qin et al. [33, 34] involving microchannel flows of viscoelastic fluids. In those experiments, the cylinders that perturb the flow create a localized, time-periodic disturbance, and the magnitude of velocity fluctuations decreases downstream before increasing. Although there is significant stress amplification in our model problem, we find that there is negligible amplification of velocity fluctuations, which seems consistent with the experiments. The large stress amplification we observe could put the flow into a regime where nonlinear terms are no longer negligible, and this could trigger a transition to elastic turbulence.

The large localized stress amplification we observe is unexpected, unique to viscoelastic fluids, and represents an alternate linear mechanism by which finite-amplitude perturbations can be generated. Our results also provide fundamental information about the frequency response of inertialess viscoelastic channel flows. Definitively unraveling the full mechanisms through which elastic turbulence is generated in such flows will require nonlinear simulations, an outstanding challenge in non-Newtonian fluid mechanics. The well-conditioned spectral methods we apply here may be especially well-suited for this task because of their ability to resolve sharp stress gradients.
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A Operators governing channel flow of an Oldroyd-B fluid

The equations governing channel flow of an Oldroyd-B fluid (5) can be recast to the representation in (6) as discussed in § 2.1. System (6) can be expressed in two forms, the evolution form (where the pressure is eliminated), and the descriptor form (where the pressure is not eliminated). In this section we present the operators $A$, $B$, $C_v$, and $C_{xx}$ in (6) in both forms.

A.1 Evolution form

The state variables for the evolution form [38] are the wall-normal velocity and vorticity, $\phi = [v \; \eta]^T$ in (6). The boundary conditions are

$$v(\pm 1) = [Dv(\cdot)](\pm 1) = \eta(\pm 1) = 0.$$  \hspace{1cm} (A1)

The operator-valued matrices $A$, $B$, $C_v$, and $C_{xx}$ are detailed in this section. $A$ is of size $2 \times 2$ with elements

$$A(1, 1) = \left( \sum_{n=0}^{4} a_{n,11}(y, \omega)D^n \right),$$

$$A(1, 2) = 0,$$

$$A(2, 1) = \left( \sum_{n=0}^{2} a_{n,21}(y, \omega)D^n \right),$$

$$A(2, 2) = \left( \sum_{n=0}^{2} a_{n,22}(y, \omega)D^n \right),$$
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where the dependence on $\omega$ enters through the $c(y)$ in (30), and the nonzero coefficients $a_{n,ij}$ are given by

$$a_{4,11} = -\frac{(1-\beta)}{Wc c(y)} - \beta,$$

$$a_{3,11} = \frac{2(1-\beta)c(y)}{Wc c(y)^2} - \frac{2i(1-\beta)k_x T_{xy}(y)}{c(y)};$$

$$a_{2,11} = \frac{(1-\beta)c''(y)}{Wc c(y)^2} + \frac{2i(1-\beta)k_x T_{xy}(y)c'(y)}{c(y)^2} - \frac{4i(1-\beta)k_x c'(y)U'(y)}{Wc c(y)^3} - \frac{2(1-\beta)c'(y)^2}{Wc c(y)^3} + \frac{2(1-\beta)k^2}{Wc c(y)} + \frac{1-\beta k^2 T_{xx}(y)}{c(y)} - \frac{2i(1-\beta)k_x T_{xy}(y)c'(y)U'(y)}{c(y)^2} - \frac{4(1-\beta)k_x U''(y)}{Wc c(y)^3} - \frac{3i(1-\beta)k_x T_{xy}(y)}{c(y)} + \frac{2i(1-\beta)k_x U''(y)}{Wc c(y)^3} + 2\beta k^2;$$

$$a_{1,11} = -\frac{4i(1-\beta)k_x c''(y)U'(y)}{Wc c(y)^3} + \frac{8(1-\beta)k_x^2 T_{xy}(y)c'(y)U'(y)}{c(y)^3} + \frac{12i(1-\beta)k_x c'(y)U''(y)}{Wc c(y)^4} - \frac{2i(1-\beta)k_x c'(y)T_{xy}'(y)}{Wc c(y)^2} + \frac{2i(1-\beta)k_x c'(y)T_{xy}'(y)}{c(y)^3} - \frac{2i(1-\beta)k_x T_{xy}(y)U'(y)}{c(y)^2} - \frac{4i(1-\beta)k_x^2 T_{xy}(y)U''(y)}{c(y)^3} + \frac{(1-\beta)k_x^2 T_{xx}(y)}{c(y)} - \frac{2(1-\beta)k_x^2 c'(y)}{Wc c(y)^2} - \frac{2(1-\beta)k_x^2 c'(y)}{c(y)^2} - \frac{8(1-\beta)k_x^2 U'(y)U''(y)}{Wc c(y)^3},$$
\[ a_{0,11} = \frac{(1 - \beta) k^2 c''(y)}{We \ c(y)^2} + \frac{(1 - \beta) k_x^2 \bar{T}_{xx}(y)c''(y)}{c(y)^2} + \frac{4(1 - \beta) k_x^2 \bar{T}_{xy}(y)c''(y)\bar{U}'(y)}{c(y)^3} + i(1 - \beta) k_x c''(y)\bar{T}'_{xy}(y) - 2i(1 - \beta) k_x^2 k_x \bar{T}_{xy}(y)c'(y) - \frac{4i(1 - \beta) k_x^2 k_x c'(y)\bar{U}'(y)}{We \ c(y)^3} + \frac{4i(1 - \beta) k_x^3 T_{xx}(y)c'(y)\bar{U}'(y)}{c(y)^3} + \frac{12i(1 - \beta) k_x^3 T_{xy}(y)c'(y)\bar{U}'(y)}{c(y)^4} + \frac{(1 - \beta) k_x^2 c'(y)T_{xx}'(y)}{c(y)^2} - \frac{2(1 - \beta) k_x^2 \bar{T}_{xx}(y)c'(y)^2}{c(y)^3} + \frac{4(1 - \beta) k_x^2 c'(y)T_{xy}'(y)\bar{U}'(y)}{c(y)^3} + \frac{8(1 - \beta) k_x^2 T_{xy}(y)c'(y)\bar{U}''(y)}{c(y)^3} - \frac{12i(1 - \beta) k_x^2 T_{xy}(y)c'(y)2U''(y)}{c(y)^4} \]

\[ a_{2,11} = -\frac{i(1 - \beta) k_x \bar{U}'(y)}{We \ c(y)^2}, \]

\[ a_{1,21} = \frac{i(1 - \beta) k_x \bar{T}_{xy}(y)c'(y)}{c(y)^2} + \frac{4i(1 - \beta) k_x c'(y)\bar{U}'(y)}{We \ c(y)^3} + \frac{3(1 - \beta) k_x k_x \bar{T}_{xy}(y)\bar{U}'(y)}{c(y)^2} + \frac{4i(1 - \beta) k_x k_x \bar{T}_{xx}(y)c'(y)\bar{U}'(y)}{c(y)^2} + \frac{2i(1 - \beta) k_x^2 k_x \bar{U}'(y)}{We \ c(y)^2}, \]

\[ a_{0,21} = -\frac{(1 - \beta) k_x^2 k_x \bar{T}_{xx}(y)c'(y)}{c(y)^2} - \frac{4(1 - \beta) k_x k_x \bar{T}_{xy}(y)c'(y)\bar{U}'(y)}{c(y)^3} - \frac{i(1 - \beta) k_x c'(y)T_{xy}'(y)}{c(y)^2} - \frac{2i(1 - \beta) k_x^2 k_x \bar{T}_{xy}(y)\bar{U}'(y)}{c(y)^2} + \frac{4i(1 - \beta) k_x^2 k_x \bar{T}_{xy}(y)\bar{U}'(y)}{c(y)^3} + \frac{i(1 - \beta) k_x^2 \bar{U}'(y)}{We \ c(y)^2} + \frac{2i(1 - \beta) k_x k_x \bar{T}_{xy}(y)\bar{U}''(y)}{c(y)^2} + \frac{i(1 - \beta) k_x \bar{U}'(y)}{We \ c(y)^2}, \]

\[ 25 \]
\[
\begin{align*}
a_{2,22} &= -\frac{(1 - \beta)}{Wec(y)} - \beta, \\
a_{1,22} &= \frac{(1 - \beta) c'(y)}{Wec(y)^2} - \frac{2i(1 - \beta) k_x T_{xy}(y)}{c(y)} - \frac{i(1 - \beta) k_x \bar{U}'(y)}{Wec(y)^2}, \\
a_{0,22} &= \frac{i(1 - \beta) k_x T_{xy}(y) c'(y)}{c(y)^2} + \frac{(1 - \beta) k^2}{Wec(y)} + \frac{(1 - \beta) k_x^2 T_{xx}(y)}{c(y)} + \frac{(1 - \beta) k_x^2 T_{xy}(y) \bar{U}'(y)}{c(y)^2} - \frac{i(1 - \beta) k_x \bar{T}'_{xy}(y)}{c(y)} + \beta k^2,
\end{align*}
\]

where \(c(y) = i \omega + 1/We + i k_x \bar{U}(y)\) (see (30)).

The operators \(C_v\) (for the velocity output) and \(B\) are given by [20]
\[
C_v = \frac{1}{k^2} \begin{bmatrix} i k_x D & -i k_z \\ k^2 & 0 \\ i k_z D & i k_x \end{bmatrix}, \quad B = \begin{bmatrix} -i k_x D & -k^2 & -i k_x D \\ i k_z & 0 & -i k_z D \end{bmatrix}. \tag{A2a}
\]

For the stress output \(\tau_{xx}\), \(C_{xx}\) is a 1 \times 2 block-matrix operator with
\[
\begin{align*}
C_{xx}(1,1) &= \left( \sum_{n=0}^{2} c_{n,11}(y, \omega) D^n \right), \\
C_{xx}(1,2) &= \left( \sum_{n=0}^{1} c_{n,12}(y, \omega) D^n \right), \tag{A2b}
\end{align*}
\]

where the nonzero coefficients \(c_{n,ij}\) are given by
\[
\begin{align*}
c_{2,11} &= \frac{2i k_x T_{xy}(y)}{k^2 c(y)} + \frac{2i k_x \bar{U}'(y)}{k^2 We c(y)^2}, \\
c_{1,11} &= -\frac{2k_x^2 T_{xx}(y)}{k^2 c(y)} - \frac{2k_x^2 \bar{T}_{xx}(y) \bar{U}'(y)}{k^2 We c(y)^2} + \frac{4 \bar{U}'(y)^2}{We c(y)^3}, \\
c_{0,11} &= \frac{2i k_x T_{xx}(y) \bar{U}'(y)}{c(y)^2} + \frac{4i k_x T_{xy}(y) \bar{U}'(y)^2}{c(y)^3} + \frac{2i k_x \bar{U}'(y)}{We c(y)^2} - \frac{T_{xx}(y)}{c(y)} - \frac{2 \bar{T}_{xy}(y) \bar{U}'(y)}{c(y)^2}, \\
c_{1,12} &= -\frac{2i k_x T_{xy}(y)}{k^2 c(y)} - \frac{2i k_x \bar{U}'(y)}{k^2 We c(y)^2}, \\
c_{0,12} &= \frac{2k_x k_z T_{xx}(y)}{k^2 c(y)} + \frac{2k_x k_z \bar{T}_{xx}(y) \bar{U}'(y)}{k^2 c(y)^2} + \frac{2k_x k_z \bar{U}'(y)}{k^2 We c(y)}. 
\end{align*}
\]
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A.2 Descriptor form

The state variables of the descriptor form are the velocity and pressure, i.e., \( \phi = [u \ v \ w \ p]^T \) in (6). The boundary conditions are

\[
u(\pm1) = v(\pm1) = w(\pm1) = [Dv(\cdot)](\pm1) = 0.
\]

In this representation the operator-valued matrix \( \mathcal{A} \) is of size \( 4 \times 4 \) with components

\[
\mathcal{A}(i,j) = \left( \sum_{n=0}^{2} a_{n,ij}(y,\omega)D^n \right).
\]

where the nonzero coefficients \( a_{n,ij} \) are given by

\[
a_{2,11} = -\frac{(1 - \beta)}{We \ c(y)} - \beta, \\
a_{1,11} = \frac{(1 - \beta) \left( c'(y) - ik_x \left( 3c \ c(y) \bar{T}_{xy}(y) + 2\bar{U}'(y) \right) \right)}{We \ c(y)^2}, \\
a_{0,11} = \frac{(1 - \beta) k_x \bar{T}_{xy}(y) \left( 2k_x \bar{U}'(y) + i c'(y) \right)}{c(y)^2} \\
+ \frac{(1 - \beta) \left( 2k_x^2 + k_x \bar{c}(y) \left( 2k_x \bar{T}_{xx}(y) - i\bar{T}'_{xy}(y) - k_x \bar{T}_{xx}(y) \right) + k_x^2 \right)}{We \ c(y)} + \beta k_x^2, \\
a_{2,12} = -\frac{(1 - \beta) \left( We \ c(y) \bar{T}_{xy}(y) + 2\bar{U}'(y) \right)}{We \ c(y)^2}, \\
a_{1,12} = \frac{(1 - \beta) \bar{T}_{xy}(y)c'(y)}{c(y)^2} + \frac{4(1 - \beta) c'(y)\bar{U}'(y)}{We \ c(y)^3} - \frac{i(1 - \beta) k_x \bar{T}_{xx}(y)}{c(y)} \\
- \frac{4i(1 - \beta) k_x \bar{T}_{xy}(y)\bar{U}'(y)}{c(y)^2} - \frac{4i(1 - \beta) k_x \bar{U}''(y)^2}{We \ c(y)^3} - \frac{i(1 - \beta) k_x}{We \ c(y)} \\
- \frac{2(1 - \beta) \bar{U}''(y)}{We \ c(y)^2},
\]
\[ a_{0,12} = \frac{i(1 - \beta) k_z \bar{T}_{xx}(y)c'(y)}{c(y)^2} + \frac{4i(1 - \beta) k_z \bar{T}_{xy}(y)c'(y)\bar{U}'(y)}{c(y)^3} \]
\[ + \frac{i(1 - \beta) k_x c'(y)}{We c(y)^2} - \frac{(1 - \beta) c'(y)\bar{T}'_{xy}(y)}{c(y)^2} \]
\[ + \frac{2(1 - \beta) k_x^2 \bar{T}_{xx}(y)\bar{U}'(y)}{c(y)^2} + \frac{4(1 - \beta) k_x^2 \bar{T}_{xy}(y)\bar{U}'(y)^2}{c(y)^3} + \frac{2(1 - \beta) k_x^2 \bar{U}'(y)}{We c(y)^2} \]
\[ - \frac{2i(1 - \beta) k_x \bar{T}_{xy}(y)\bar{U}''(y)}{c(y)^2} + \frac{(1 - \beta) k_x^2 \bar{U}''(y)}{We c(y)^2}, \]
\[ a_{1,13} = -\frac{i(1 - \beta) k_z (We c(y)\bar{T}_{xy}(y) + \bar{U}'(y))}{We c(y)^2}, \]
\[ a_{0,13} = \frac{(1 - \beta) k_z k_z (We c(y)\bar{T}_{xx}(y) + c(y) + We \bar{T}_{xy}(y)\bar{U}'(y))}{We c(y)^2}, \]
\[ a_{0,14} = ik_x, \]
\[ a_{1,21} = -\frac{i(1 - \beta) k_x}{We c(y)}, \]
\[ a_{0,21} = \frac{(1 - \beta) k_x^2 \bar{T}_{xy}(y)}{c(y)}, \]
\[ a_{2,22} = -\frac{2(1 - \beta)}{We c(y)} - \beta, \]
\[ a_{1,22} = \frac{2(1 - \beta) c'(y)}{We c(y)^2} - \frac{3i(1 - \beta) k_x \bar{T}_{xy}(y)}{c(y)} - \frac{2i(1 - \beta) k_x \bar{U}'(y)}{We c(y)^2}, \]
\[ a_{0,22} = \frac{2i(1 - \beta) k_x \bar{T}_{xy}(y)c'(y)}{c(y)^2} + \frac{(1 - \beta) k_x^2 \bar{T}_{xx}(y)}{c(y)} + \frac{2(1 - \beta) k_x^2 \bar{T}_{xy}(y)\bar{U}'(y)}{c(y)^2} \]
\[ + \frac{(1 - \beta) k_x^2}{We c(y)} - \frac{i(1 - \beta) k_x \bar{T}'_{xy}(y)}{c(y)} + \frac{(1 - \beta) k_x^2}{We c(y)} + \beta k^2, \]
\[ a_{1,23} = -\frac{i(1 - \beta) k_z}{We c(y)}, \]
\[ a_{0,23} = \frac{(1 - \beta) k_z k_z \bar{T}_{xy}(y)}{c(y)}, \]
\[ a_{1,24} = 1, \]
\[ a_{0,31} = \frac{(1 - \beta) k_x k_z}{We c(y)}, \]
\[ a_{1,32} = -\frac{i(1 - \beta) k_z}{We c(y)}, \]
\[ a_{0,32} = \frac{(1 - \beta) k_z (k_x \bar{U}'(y) + ic'(y))}{We c(y)^2}, \]
\[ a_{2,33} = -\frac{(1 - \beta)}{Wec(y)} - \beta, \]
\[ a_{1,33} = \frac{(1 - \beta) c'(y)}{Wec(y)^2} - \frac{2i(1 - \beta) k_x T_{xy}(y)}{c(y)} - \frac{i(1 - \beta) k_x U'(y)}{Wec(y)^2}, \]
\[ a_{0,33} = \frac{i(1 - \beta) k_x T_{xy}(y)c'(y)}{c(y)^2} + \frac{(1 - \beta) k_x^2 T_{xx}(y)}{c(y)} + \frac{(1 - \beta) k_x^2 T_{xy}(y)U'(y)}{c(y)^2} + \frac{(1 - \beta) k_x^2}{Wec(y)} - \frac{i(1 - \beta) k_x T_{xy}^r(y)}{c(y)} + \frac{2(1 - \beta) k_x^2}{Wec(y)} + \beta k^2, \]
\[ a_{0,34} = ik_z. \]

The expressions for \( B \) and \( C_v \) are given by

\[
B = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{bmatrix}, \quad C_v = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix},
\]

and for the stress output \( \tau_{xx} \), \( C_{xx} \) is a \( 1 \times 4 \) block-matrix operator given by

\[
C_{xx}(i, j) = \left( \sum_{n=0}^{1} c_{n,ij}(y, \omega)D^n \right), \quad (A3)
\]

where the nonzero coefficients \( c_{n,ij} \) are given by

\[
c_{1,11} = \frac{2(We c(y)T_{xy}(y) + \bar{U}'(y))}{We c(y)^2},
\]
\[
c_{0,11} = \frac{2ik_x (We c(y)T_{xx}(y) + c(y) + We T_{xy}(y)U'(y))}{We c(y)^2},
\]
\[
c_{1,12} = \frac{2\bar{U}'(y) (We c(y)T_{xy}(y) + 2U'(y))}{We c(y)^3}, \quad (A4)
\]
\[
c_{0,12} = \frac{2i\bar{U}'(y) (k_x We T_{xx}(y) + k_x + iWe T_{xy}^r(y))}{We c(y)^2}
+ \frac{-c(y)^2 T_{xx}'(y) + 4ik_x T_{xy}(y)\bar{U}'(y)^2}{c(y)^3}. \]
B Validation

In this section we present a few representative calculations that validate our numerical discretization presented in § 3. Figure B1 shows calculations for 2D Couette flow with $\beta = 0.5$, $\omega = 0$, and $k_x = 1$ using three approaches: the ultraspherical method with the evolution form (see § A.1), the spectral integration method with the descriptor form (see § A.2), and the spectral integration method with the evolution form (see § A.1) using 150 basis functions in each case. Figure B1a shows singular values of $T_v$ in (14), and Figure B1b shows singular values of $T_{xx}$ in (17). We find good agreement in the results obtained from the three approaches. Furthermore the singular values of $T_v$ in Figure B1a agree quantitatively with the results of Lieu and Jovanović, Figure 8a in [28].

Next we plot the principal singular values from the SVD of $T_v$ (14) and $T_{xx}$ (17) for 2D3C Couette flow with $\beta = 0.5$, $k_z = 1$, and $\omega = 0$ in Figure B2. We present results that use the ultraspherical method, although we have confirmed that the spectral integration method (using both the descriptor and evolution forms) produces identical results. Figure B2a shows singular values of $T_v$ in (14) as a function of $\text{We}$, and we observe that the singular values scale linearly with $\text{We}$ (as indicated by the dashed line). Figure B2b shows singular values of $T_{xx}$ in (17) scaling as $\text{We}^2$ on a log-log plot, as indicated by the dashed line. These scalings of the velocity and the stress singular values with $\text{We}$ are in agreement with Figures 3 and 4 in [22].
Figure B2: Principal singular values of (a) $\mathcal{T}_v$ in (14) and (b) $\mathcal{T}_{xx}$ in (17) of 2D3C Couette flow of an Oldroyd-B fluid with $\beta = 0.5$, $k_z = 1$, and $\omega = 0$. The solid lines mark singular values, and the dashed lines show the slope of their scaling with We $^{[22]}$.
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